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ADAPTIVE 2022

Forward

The Fourteenth International Conference on Adaptive and Self-Adaptive Systems and Applications
(ADAPTIVE 2022), held on April 24 - 28, 2022, continued a series of events targeting advanced system
and application design paradigms driven by adaptiveness and self-adaptiveness. With the current
tendencies in developing and deploying complex systems, and under the continuous changes of system
and application requirements, adaptation is a key feature. Speed and scalability of changes require self-
adaptation for special cases. How to build systems to be easily adaptive and self-adaptive, what
constraints and what mechanisms must be used, and how to evaluate a stable state in such systems are
challenging duties. Context-aware and user-aware are major situations where environment and user
feedback is considered for further adaptation.

The conference had the following tracks:

 Self-adaptation

 Adaptive applications

 Adaptivity in robot systems

 Fundamentals and design of adaptive systems

 Computational Trust for Self-Adaptive Systems

 Assurances and metrics for adaptive and self-adaptive systems

Similar to the previous edition, this event attracted excellent contributions and active participation from
all over the world. We were very pleased to receive top quality contributions.

We take here the opportunity to warmly thank all the members of the ADAPTIVE 2022 technical
program committee, as well as the numerous reviewers. The creation of a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
that dedicated much of their time and effort to contribute to ADAPTIVE 2022. We truly believe that,
thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals, organizations and
sponsors. We also gratefully thank the members of the ADAPTIVE 2022 organizing committee for their
help in handling the logistics and for their work that made this professional meeting a success.

We hope ADAPTIVE 2022 was a successful international forum for the exchange of ideas and results
between academia and industry and to promote further progress in the area of adaptive and self-
adaptive systems and applications. We also hope that Barcelona provided a pleasant environment
during the conference and everyone saved some time to enjoy the historic charm of the city
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Abstract—This position/vision paper describes the idea of
a novel approach/research agenda of interacting with mobile
devices. Usually, users have to learn how to interact with a
mobile device adhering to rules that need to be learned. We
intend to challenge and question this approach – we rather want
the device to adapt to the needs and the behavior of the user.
Thus, the idea is to use machine learning and artificial intelligence
technologies to reverse the core principal of device utilization by
providing a distinct, personalized and dynamically self-adaptive
foundation towards modern human computer interaction. This
position paper summarizes the core idea, provides an overview
of related work and identifies and discusses research challenges.

Index Terms—Mobile device interaction; human computer
interaction; machine learning, adaptive user interfaces

I. INTRODUCTION

Machine-Learning (ML) [1] and more generally Artificial
Intelligence (AI) [2] are ever more present in different dis-
ciplines and industries. Disruptive innovations [3] change
established technologies and markets, whereas - very often
- ML and AI play a vital role in this phenomenon. Examples
for such disruptive innovations are Uber [4], Spotify [5] or
Netflix [6]. All of them build upon a strong fundament of
massive data that is being processed with different AI/ML
approaches in order to maximize the user experience and
comfort. This allows for the advent of new technological
innovations opening new markets and business models.

The core idea of this position paper entitled MeUI –
Machine-Learning Enhanced Adaptive User Interaction in-
tends to challenge the classic approach of interacting with
mobile devices [7], [8]. Usually, users have to determine how
to interact with a device adhering to rules that need to be
learned. Following the trend of maximizing user experience
and user comfort by radical new technological approaches, the
idea is to use ML/AI technologies to reverse the core principal
of device utilization by providing a distinct, personalized and
dynamically self-adaptive foundation towards modern human
computer interaction [9]–[11].

The rest of the paper further discusses this idea and provides
an overview of conceivable use-cases that would allow for
reversing this traditional approach of interacting with mobile
devices. Furthermore, research challenges are defined consist-
ing of hypotheses and questions that build the base for this

novel approach. Since this is meant to be a position/vision
paper, the authors strongly believe that this is a novel approach
and has potential to radically transform the field of research
of mobile device interaction by reversing the classic one-size-
fits all approach to a personalized experience and that the
discussed interaction aspect could build a fundamental new
scientific field in the broader area of human machine/mobile
interaction.

The rest of the paper is structured as follows. Section II
discusses relevant use-cases, section III identifies the core
research challenges and formulates research questions. In
section IV potential methodological approaches are discussed
and section V closes the paper with a conclusion and outlook.

II. SPECIFIC CONCEIVABLE USE-CASES

Although interface design and user experience are both
important and long-standing branches [12]–[14] within prod-
uct design on a broad scale, the elemental concept of such
interfaces remains to reflect a learning task for the users with
varying learning curves. Individual needs and requirements,
such as disabilities or impairments [15], but also custom usage
habits are hardly taken into account. Moreover, situational
factors like body posture during certain activities, general body
physique, location and more generally the context of the users
[16] and the form factor of different devices may dramati-
cally alter the requirements towards design, composition and
organization of user interfaces.

With those non-ideal conditional factors in mind, modern
machine-learning methodologies can help to acquire an under-
standing of how a user actually uses a device, including the
detection and adaption to erratic behaviour and the repeated
inversion of particular tasks or steps (e.g., repeatedly typing
a particular character, while immediately afterwards deleting
it again in order to type the correct one). Furthermore, the
general adaptation of the keyboard on different mobile de-
vices for specific users constitute the first relevant use-case:
UC1: Self-Learning Keyboard Adaptation. The keyboard
for textual input is adapted to the specific needs of the users -
whereas this adaptation could range from simply highlighting
specific characters (e.g., by resizing or colouring) to a different
keyboard layout optimized for the user’s habits.

1Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-951-5
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Among other use-cases, certain interface elements, such
as buttons and sliders may not be placed and scaled in the
optimal and most efficient way possible for the behavioural
characteristics of the utilizing person. For example, certain
clickable elements may be out of reach for single-handed use,
or sliders may be placed along the entire width of the available
screen-space which may result in particular areas not being
reachable in a comfortable way. On the other hand, slider
elements which provide a horizontal scale being too narrow
can undermine the precision required in order to set desired
values. Interface configuration parameters like scrolling speed
and, if supported by the respective device, touch sensitivity
resemble adjustable values whose configuration may also be
subject to being configured autonomously after a machine-
learning algorithm has learned how the user likes to handle a
device. This recomposition of interface components according
to a specific user is the second relevant use-case: UC2:
Adaptive Interface Component Recomposition.

Another specific use case worth mentioning tackles the or-
dering and grouping of applications on mobile devices. Recent
studies show that users in Germany usually have around 90
apps installed on their smart phones but use only around
30 of them [17]. Furthermore, specific apps are only used
on dedicated occasions (e.g., when travelling) - thus, besides
other personal data, the context of the user could be an im-
portant factor regarding preferences for specific applications.
If an intelligent component built from AI/ML technologies
would manage to order and group applications autonomously
according to the user’s behaviour and context, user experience
could increase dramatically. This aspect constitutes the third
specific use-case: UC3: Personalized and Context-Aware
App Arrangement.

Generally, the traditional one-size-fits-all approach of the
past decades which aims to treat all users the same regardless
of their needs has shown to coerce users to adapt their
behaviour according to device expectations, while we believe
that machine learning and AI approaches may in fact reverse
this procedure and allow devices to adapt to their users.

Summarized, within the idea we intend to focus on the
following specific use-cases that have been described above
(whereas of course further relevant use-cases are imaginable
and thus are not excluded from being investigated):

• UC1: Self-Learning Keyboard Adaptation
• UC2: Adaptive Interface Component Recomposition
• UC3: Personalized and Context-Aware App Arrangement

III. RESEARCH CHALLENGES

Generally, the following hypothesis and research questions
build the foundation for the approach of reversing the tradi-
tional way of interacting with mobile devices, whereas the
three use-cases described above build the core baseline for
these challenges:

• Hypothesis: ML/AI technologies allow for a significant
change in the (mobile) device interaction in terms of us-
ability. The classic approach of one-size-fits-all approach
can be reversed towards a personalized experienced and a

self-learning adaptation of interaction increasing the user
experience.

• RQ I: which ML/AI technologies are suited for enhanc-
ing mobile device interaction?

• RQ II: to what extent can the user experience be im-
proved focusing on the three described use-cases?

• RQ III: which differences concerning different mobile
devices (e.g., smart phones and tablets) are relevant
when improving the customer interaction with ML/AI
technologies?

• RQ IV: which data and contextual information of the
user is relevant for improving the customer interaction
based on a self-learning ML/AI approach?

More and more people tend to use their mobile phone on
a daily basis, which transforms the device into a constant
companion [18]. With the advent of global interconnected
mobile-devices, which offer significant computational power,
applications running on mobile phones could gather huge in-
formation about the user. Thus, we believe that it is possible to
turn the device into a self-adaptable, user-specific device that
is constantly adapting to the user’s needs and also the user’s
context [19] in order to maximize the customer experience and
device-interaction. To the best of our knowledge this is a novel
approach and has potential to radically transform the field of
research of mobile device interaction by reversing the classic
one-size-fits all approach to a personalized experience. We
believe that the combination of ML/AI technologies with the
discipline of human-computer interaction opens a new research
field and has potential to (i) raise new research questions, (ii)
to radically change the paradigm of interacting with mobile
devices, and (iii) to build the foundation for a new era of
technological inventions. The following paragraph summarizes
the transformative potential of the idea.

A. Transformative potential

Long-established research concerning user interfaces and
experiences primarily focused on the static and global layout
structure as well as element selection, placement and feed-
back characteristics in order to create efficiently utilizable
UIs, without taking the individual user needs into account.
Longing for major progress within this field of research may
consequently create an entire new niche of research questions
and applications relevant to UX researchers as well as software
development and manufacturing companies on a global scale.
The currently predominant understanding of having to learn
and adapt to predefined interfaces rather than smart devices
getting used to how users actually employ, avail and devote to
interfaces not only needs to be questioned but may also see a
paradigm-shifting amendment in terms of how the interaction
between humans and computers can be shifted towards a
cooperative, device-reactive accommodation in the near future.

As an example, whereas some major manufacturers of
smart mobile devices have gone through a development during
the last decade, where they started to present their users a
personalized user experience in terms of what information
will be displayed when certain actions are performed. These
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advancements, however, merely represent a contentual and
data-driven personalization rather than changing the elemen-
tal opportunities of device usage to the user’s benefits and
needs. A novel modal approach, restructuring and renewing
the prototypical concept of the actual interfaces by allowing
them to change and adapt dynamically allows us to move
post the archetypical one-size-fits-all approaches regarding
human-computer interaction in general, and user interfaces in
particular by making software learn from and adapt to needs,
adjust to and correct input errors and provide a meaningful
and assisting individualization for every user. Using ML/AI
technologies, the device has to gain knowledge of how it is
used, rather than to dictate it.

IV. RESEARCH METHODOLOGY

In order to investigate the hypothesis as well as the intended
research questions as stated in the previous section, the fol-
lowing methodological approach seem to be applicable. First
and foremost, relevant mobile devices of different kinds and
manufacturers (e.g., smart phones, tablets) have to be identified
and their suitability for the different use-cases needs to be
secured. For example, it needs to be clarified, if the keyboard
layout can be easily changed - in case this is not necessary,
a self-implemented keyboard mockup for evaluation can be
developed. In detail, the most prevalent devices seem to be
relevant, like (i) Apples iPhone, (ii) Android phones (e.g.,
Google Pixel 3, Samsung Galaxy S10), (iii) Apples iPad, (iv)
Samsung Galaxy Tab.

Fundamental implementations on the intended different de-
vices need to be done in order to enable the planned use-cases.
Furthermore, ML/AI technologies need to be researched for
investigating the suitability of the intended use-cases. In detail,
classical approaches (e.g., Support Vector Machines (SVM),
Naive Bayes, k-Nearest Neighbors (KNN) and Random Forest)
[20] will be considered, as well as neural networks, deep
learning [21] and long-short-term memory [22]. This is closely
related to the identification of relevant user- and contextual-
data that is of high value for the intended approach. Proto-
typical implementations of the use cases will be subject for
user-studies and evaluations. The following Figure 1 illustrates
the targeted steps for the research approach.

Summarized, the following methodological fragments need
to be considered and constitute the base for the proposed
research plan:

(i) Mobile device eligibility evaluation
(ii) User data identification and ML/AI technological quali-

fication
(iii) Prototypical realization of the three identified use-cases
(iv) Conducting experiments and user-studies
(v) Evaluation of hypothesis and research questions

(vi) Identification of future potential and use cases

As it can be seen in 1 we intend to identify future potentials
and also novel UX research paradigms by following the idea of
reversing the traditional approach of mobile user interaction.

A. Risks and Challenges

The landscape of modern smartphone operating systems is
rather limited, with only two major systems running on 98%
of all such devices. As such, the applicability of dynamically
adaptive interfaces may not be able to function on its full
extent due to the fact of backend services and frameworks
limiting the degree of freedom towards running applications
(apps) when changing essential elements like GUI widgets at
runtime. In such cases, the desired adaptability has to be either
integrated through a transparent virtualized UI emulation layer,
or by using technological capabilities beyond regular apps in
order to acquire the desired results.

One such possibility would be to chose web-applications,
whose UI elements consist largely of locally rendered HTML
output which can elegantly be manipulated at runtime, even
when the user is currently using the application – so-called
Progressive Web Apps. While showing several major advan-
tages compared to regular apps, progressive web-apps do not
provide the capabilities of mobile operating systems in its
entirety, by, e.g., not being allowed to access various hardware
elements like I/O devices and sensors.

Another risk regarding technological feasibility is the pos-
sibility to manipulate tightly integrated and security-relevant
core components like software keyboards. These are, at least
in the case of Apple’s iOS, not easily interchange- or manipu-
latable. Such limitations could be bypassed easily by creating
dedicated applications for testing and evaluation purposes only,
while not directly conveniently and efficiently suitable to be
used by either third party applications, or any other native
applications at all. Despite the fact that this may represent a
potential outcome, the subsequent learning potential regarding
the insights gained during research would unequivocally be of
intrinsic significance, like described below.

B. Learning potential in case of failure

Failures within this research approach can be twofold, either
technically or regarding the conceptual methodology of our
main hypothesis.

If the technical evaluation proves that our approach provides
benefit to users, but is not applicable to the current technical
opportunities and status of mobile operating systems, having
gained the expected knowledge advancements about ML-
enhanced interfaces will hopefully start a discussion about how
programmers and manufacturers can remove these limitations
and barriers in order to allow more individualized device
handling. If the prototypes manage to effectively show a major
benefit towards user experience, a measurable decrease of
erratic usage and an increased degree of contentment among
device users, leading to a heightened awareness within both,
the research community as well as commercial providers of
frameworks and operating systems, the latter are expected to
realize and appreciate the potential augmentation of market
value and customer satisfaction and eventually begin to include
the technical foundations needed to proceed.

If, however, our principal hypothesis along with the research
questions proves to be incorrect, we gain insight into the
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Fig. 1. The methodological aspects constituting the research agenda.

particular reasons thereof using the data and evaluation results
generated during the pathway of our research and can hence
help to steer further community efforts into different directions
which may nevertheless incorporate various findings.

V. CONCLUSION

In our position/vision paper we presented the idea of revers-
ing the classic approach of mobile user interaction. Instead
having users to learn interaction and thus adapt to the mobile
device, we envision systems that instead adapt to the user in
an intelligent way, allowing to interact in the most possible
intuitive way. Mobile device technology nowadays is able to
deliver a variety of relevant user and context data - with
machine learning and artificial intelligence mechanism it is
our believe that smart devices can become really ”smart” by
adapting to the user. This aspect is perfectly summarized in
our postulated hypothesis:

ML/AI technologies allow for a significant change in the
(mobile) device interaction in terms of usability. The classic
approach of one-size-fits-all approach can be reversed towards
a personalized experienced and a self-learning adaptation of
interaction increasing the user experience.

We have presented a research agenda constructed around
identified use-cases. We intend to investigate our hypothesis
in order to identify future potentials and also to put novel UX
research paradigms on the table.
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Abstract—Estimating energy expenditure from heart rate
usually relies on population-based multiple linear regression
equations, taking heart rate, age, gender, mass, height and, if
available, VO2max into account. In this paper, we show that
non-linear models, such as random forests and regression trees
are suited for the deployment on memory constrained wearable
devices and assess physical activity more accurately than linear
regression models. We fitted linear regression models, regression
trees, and random forests with data from 892 graded exercise
tests on a treadmill with 857 participants and evaluated their
performance, as well as memory consumption on a PineTime
smartwatch and an Apple Watch. A regression tree with a tree
depth of 11 performed the same (R2 = 0.825) as a widely
used linear model by Keytel (R2 = 0.821) but does not depend
on VO2max, which can be relevant for amateur athletes. The
additional memory on the PineTime smartwach needed to store
the tree increased the the original firmware size of 390 KiB to
416 KiB. If VO2max is available, then a tree with a depth of 11
achieves a coefficient of 0.877, and the total memory size is 418
KiB.

Keywords—energy expenditure; heart rate; regression tree;
random forest regressor; wearable device

I. INTRODUCTION

The importance of physical activity resulting in energy
expenditure (EE) [1] for the prevention of non-communicable
diseases, such as cardiovascular diseases and type 2 diabetes,
as well as the link between exercise and longevity has long
been well documented [2] [3] and validated over many decades
[4]. The protective effects of exercise also enhances the
immune response against bacteria and viruses [5].

Assessing EE as accurately as possible is not only relevant
in the global context of health, but also for the automatic
generation and adaptation of nutrition plans for athletes [6]
and for individuals planning and tracking weight loss [7] [8].

Besides indirect calorimetry, heart rate measurement and
accelerometry, or a combination of both, are popular methods
for estimating EE [1] [9], and consequently, physical activity.
Based on the assumption of a linear relationship between heart
rate and oxygen consumption (VO2), EE can be estimated from
heart rate. Such a relationship is obtained by deriving a linear
regression equation with EE being the dependent variable, and
heart rate, age, gender, body mass, height, etc., the independent
ones which can then be used to estimate VO2 or EE in day-
to-day living conditions [1].

Since this relationship is not always linear [10], it seems
promising to investigate whether non-linear regression meth-
ods, such as random forests and regression trees which,
from a computational point of view, are still feasible for the
deployment on wearable devices, allow to more accurately
predict EE rather than linear regression models.

The remainder of this paper is structured as follows: in
Section II we review the related work, in Section III we
describe the study design, then we continue with a discussion
of results in Section IV, and conclude with Section V, in which
we briefly summarize our findings and discuss possible future
work.

II. RELATED WORK

Keytel et al. [11] provide two equations for predicting EE
based on heart rate, age, gender, body mass, and optionally
VO2max. The first equation K1 takes into account VO2max, with
which the results – not surprisingly – have a higher coefficient
of determination (R2 = 0.821). The second one, K2, without a
fitness measure might be more universal, however, at the cost
of a lower coefficient (R2 = 0.737).

Additionally, taking resting heart rate into account, Charlot
et al. [12] achieve a coefficient of determination which is
higher (R2 = 0.809) than the Keytel equation without VO2max,
but slightly lower than the Keytel equation with VO2max.
However, incorporating resting heart rate and real-time running
speed resulted in R2 = 0.919. Even using running speed with-
out heart rate outperforms the Keytel equations (R2 = 0.913).
However, this obviously limits the applicability to only running
activities.

While the previous described approaches rely solely on heart
rate and linear regression, Ellis et al. use values from hip
and wrist mounted accelerometers and measured heart rate to
train a regression forest [13]. In addition, they also perform
activity classification. In their evaluation, Ellis et al. focus on
performance only and leave the question about tree depth and
the number of estimators in a random forest and consequently
memory consumption unanswered.

III. TOOLS AND METHODS

As a starting point and to define a baseline, we fitted two
linear regression equations using scikit-learn (version 0.22)
[14], a Python library and compared it with the approaches
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described by Keytel et al. [11] and Charlot et al. [12].
Subsequently, we trained random forest and decision tree
regressors and evaluated their performance, not only in regards
to the obtained coefficients of determination and mean absolute
error, but also in terms of memory demand. To that end,
using an open-source code generation tool, m2cgen [15], we
generated C-code from the previously trained regressors for
the open-source smartwatch PineTime [16], which resembles
a contemporary wearable device with an ARM Cortex-M4
CPU with 512 KiB of Flash and 64 KiB of RAM, capable of
measuring heart rate based on photoplethysmography; other
sensors include an accelerometer.

In addition, to investigate which coefficient of determination
can be achieved on a fairly unconstrained device, we also
deployed the previously trained models to an Apple Watch
SE (2020) running watchOS 8.3. The watch is considered a
powerful device in comparison to the PineTime because of its
1 GiB of RAM and as 32 GiB of storage capacity and a custom
dual core CPU which also contains dedicated hardware which
can help streamline machine learning tasks. Like the open-
source watch, it is also capable of measuring heart rate with
an optical sensor; an accelerometer is present here as well.

A. Participants and Graded Exercise Tests

In our study, we used a publicly available database provided
by the Exercise Physiology and Human Performance Lab
of the University of Malaga [17] [18] [19]. In addition to
other measurements, the database contains heart rate, oxygen
consumption, carbon dioxide generation, and treadmill speed
from 857 amateur and professional athletes (149 females, 708
males) performing 992 graded exercise tests. After a warm-up
period of 5 minutes with 5 km/h, treadmill speed was peri-
odically increased by 0.5 or 1 km/h intervals until exhaustion
after which the speed was reduced back to the initial 5 km/h.
The demographic characteristics of the participants are given
in Table I.

TABLE I
DEMOGRAPHIC CHARACTERISTICS.

Variable Range Median Interquartile
Range

Age (years) 10 - 63 27.1 15.2
Body mass (kg) 41 - 135 73.0 14.0
Height (cm) 150 - 203 175.0 10.0
VO2max (ml/kg/min) 22.4 - 86.9 52.4 12.7

B. Fitting the Regressors

Before splitting the data into a training (75 %) and test data
set (25 %) we calculated EE in KJ from O2 and VO2 according
to the Weir formula [20]. Next, with different combinations
of the independent variables listed below, we fitted two linear
models to predict EE:

• LM1: heart rate, age, weight, and gender; this is compa-
rable to K2.

• LM2: same as LM1, additionally VO2max; comparable to
K1.

Regression trees were first fitted using the default hyper
parameters provided by scikit-learn to determine the maximum
tree depth which, as expected, exceeded the available memory
on the PineTime. Therefore, we reduced the tree depth to a
value that gave the same, or even a slightly better performance
than linear model LM1. From that point on, we increased the
tree depth until the available memory was exhausted again.
During that process we not only observed the influence of the
tree depth based on our test data set, but also on the training
data set to assess possible over-training (see Figure 1):

• RT1: Regression tree with sckikit-learn default hyper
parameters.

• RT2, same as RT1, but with a tree depth of 6 (equal or
better performance than LM1).

• RT3, same as RT1, but with a tree depth of 10 (equal or
better performance than LM2).

• RT4, same as RT1, but with a tree depth of 11 (equal
or better performance than Keytel’s regression equation
with VO2max (K1).

• RT5, same as RT1, but with a tree depth of 12 (a deeper
tree would exceed the available memory on the PineTime
smartwatch).

• RT6, same as RT4, but with VO2max as additional feature

As can be seen in Figure 1, a tree depth of more than 20
does not lead to a smaller mean absolute error. Furthermore
it becomes visible that at a tree depth of approx. 15, errors
obtained with the test data set begin to differ slightly from
those obtained with the training data set, which could be a
possible indication for over-training.

0 5 10 15 20 25 30 35
Tree Depth

4

6

8

10

12

M
ea

n 
Ab

so
lu
te
 E
rro

r

Test Data Set
Training Data Set

Figure 1. Tree depth vs. mean absolute error.

Along the same lines as with regression trees, we first
trained a random forest with default parameters, resulting in
a promising performance, yet unmanageable code size for the
PineTime smartwatch:

• RF1: Random forest with scikit-learn default parameters;
heart rate, age, weight, and gender.

• RF2: same as RF1, tree depth of 6, 10 trees.
• RF2: same as RF1, tree depth of 9, 10 trees.
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C. Code Generation and Deployment

After the models had been trained using the scikit-learn
library inside a Python environment, we used m2cgen to create
C code which we then cross-compiled for the C++-based In-
finiTime operating system [21] (version 1.8.0) running on the
PineTime smartwatch. For regression trees and random forests,
m2cgen generates a function double score(double*
input) which contains sequences of hard-coded if/else state-
ments, therefore just consuming ROM and only little RAM.

Similiar to Sudharsan et al. [22], in an effort to reduce mem-
ory demands, all double keywords and as double literals were
substituted in the generated code using regular expressions,
furthermore instead of floating point numbers, we employed
fixed point arithmetic numbers by multiplying with a factor of
1000, resulting in the overall use of integer numbers.

The InfiniTime OS is based on FreeRTOS and therefore
employs multiple tasks, one of which is responsible for per-
forming heart rate measurements. We therefore extended the
void HeartRateTask::Work() method so that when-
ever a heart rate measurement is available, the score()
function containing the code for the regressor is called to
predict EE. As suggested by [21], we make use of puncover
[23] to analyze the mapfile written by the C/C++ compiler
(ARM-GCC, version 9-2020-q2-update) and determine the
amount of ROM and RAM required by each regressor.

Due to the generous amount of memory, the Apple Watch is
capable of running more complex models with more memory
available to them. We therefore deployed RT1 and RF1 on the
Apple Watch. The two regressors were trained using the same
Python code as for the PineTime. The m2cgen code generation
utility is not necessary, since the watch is programmable
directly in Swift and can also use the trained models as
resource files. The models need to be converted however, this
is achieved using Apple’s Core ML Tools library [24] [25].
The conversion is from a scikit-learn (version 0.19.2) trained
model to a mlmodel file, which can then be easily integrated.
In contrast to the PineTime, where code is executed in place,
on the Apple Watch, once the app is executed, the model code
runs in RAM to make predictions.

For a detailed analysis of the memory usage on the Apple
Watch we used Instruments (version 13.0) as another tool
inside the Xcode bundle (version 13.1) with which informa-
tion can be collected regarding but not limited to memory
leaks, time profiling, memory allocation statistics etc. We
documented the amount of heap memory that was allocated
by the watch application needed to perform a prediction, as
well as the entire application size.

IV. RESULTS AND DISCUSSION

Figure 4 compares the determined coefficients
of determination. Our linear regression model LM1

(EE = −122.52022356 + 0.53176246hr + 0.26039323a +
0.23666578m+ 0.39951689h− 7.88144777g) is on par with
Keytel’s second equation (R2 of 0.735 vs. 0.737) and also LM2

(EE = −103.97232241 + 0.54302212hr + 0.34344245a +
0.08775421m+0.10690366h− 0.14505558g+0.01021273o)

which perform quite similar (R2 of 0.805 vs. 0.821) (EE:
energy expenditure in KJ; hr: heart rate in beats/minute;
a: age in years; m: body mass in kg; h: height in cm; g:
gender (0 = male, 1 = female); o: VO2max in ml/kg/min).
Also the regression equation with basic parameters (e.g., age,
height, mass, bodymass index (BMI), age-predicted HRmax)
by Charlot et al. [12] (R2 = 0.809) is similar; however, they
use resting heart rate as an additional feature.

Figure 2. EE vs. predicted EE by LM2.

RT2, a regression tree with a depth of 6 exhibits R2 = 0.748
which is similar to Keytel’s equation without VO2max.

RT3 with a tree depth of 10 is comparable to LM2. A tree
size of 11 leads to a coefficient of determination of 0.825
which is almost the same as Keytel’s equation K1. However,
both regression trees do not use VO2max and perform the same
as linear regression models, they are of particular interest
to amateur athletes who do not know their VO2max. Finally,
increasing tree depth to 12 leads to R2 = 0.840, which is
better than Keytel’s first equation, again without using VO2max.
Incorporating VO2max into a tree of depth 11 gives an even
higher coefficient (R2 = 0.877).

Figure 3. EE vs. predicted EE by DT1.

The scatter plot in Figure 2 indicates that the linear model
underestimates EE for submaximal and maximal efforts and
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can result in negative values near resting heart rate – something
that is better taken care of by the regression tree model (see
Figure 3).

Random forest models, which are also less prone to overfit-
ting, perform best. However, for the PineTime smartwatch the
biggest model we could accommodate had a maximum tree
depth of 6 and used 10 estimators which led to a coefficient
of (R2 = 0.800) which is comparable to RT3, again with
the benefit of not using VO2max. Increasing the number of
estimators or tree depth then exceeded the available memory.

LM1 K2 RT2 RF2 LM2 RT3 K1 RT4 RT5 RF6 RF1 RF1
0.0

0.2

0.4

0.6

0.8

R2

Figure 4. Coefficients of determination.

Table II summarizes the obtained regressor performances,
as well as memory needs on the PineTime and Apple Watch.
Despite performing more favorably than the linear models,
tree-based regressors need more memory. Without any regres-
sor, the code size needed for the heart rate task is 402 Bytes,
the rest of the InfiniTime OS occupies 397434 Bytes, which
means that 80.9 % of the available flash memory is used (only
480 KiB are available for applications). For the comparisons
on the PineTime we used a release build environment, whereas
a debug build environment was used for the Apple Watch. On
the Apple Watch, the memory needed to hold the tree-based
models is around 5.5 MiB, and the size of the application
occupies approx. 20 MiB on the nonvolatile storage.

TABLE II
PERFORMANCE AND MEMORY REQUIREMENTS – PINETIME (PT) AND

APPLE WATCH (AW).

Model R2 MAE
PT
ROM
(Bytes)

PT
Flash
%

AW
Model
MiB

AW
Size
(MiB)

LM1 0.735 8.43 456 81.0 – –
LM2 0.805 7.26 446 81.0 – –
RT1 0.914 3.51 – – 5.54 19.3
RT2 0.748 8.09 1222 81.1 – –
RT3 0.807 6.87 14970 83.9 – –
RT4 0.825 6.49 28732 86.7 – –
RT5 0.840 6.10 54194 91.9 – –
RT5 0.877 5.33 30912 87.2 – –
RF1 0.917 3.53 – – 5.21 19.8
RF2 0.800 7.06 65576 94.2 – –

V. CONCLUSIONS AND FUTURE WORK

In this paper, we described how to estimate energy expendi-
ture from heart rate with a higher coefficient of determination
using tree-based regressors than commonly used linear models.
Using data from 892 graded exercise tests we trained various
models and selected one which not only performed better than
the linear model but also fitted in the flash memory of the
open source smartwach PineTime. Our tree-based model does
not need to know VO2max but achieves a comparable result as
the linear model with VO2max making it especially interesting
for amateur athletes. The additional memory on the PineTime
smartwach needed to store the tree increased the the original
firmware size of 390 KiB to 416 KiB. If VO2max is available,
then a tree with a depth of 11 achieves a coefficient of 0.877,
and the total memory size is 418 KiB.

When considering the Apple Watch as another amateur
athlete tool the memory constraint becomes irrelevant, since
the regressors used in this paper can be utilized on the watch
with no difficulty and result in an acceptable memory usage
of less than 10 MiB.

In contrast to the linear model, our regression tree-based
model seems to predict EE for sub-maximal, maximal and
light efforts better. However, this still needs to be further
investigated by defining limits of agreement and performing
an ANOVA. Because the database contains data from treadmill
tests only, it is not possible to validate how our model
performs in other contexts, e.g., cycling or nordic walking.
Consequently, we plan to extend the database in the future.
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Abstract—Even as black-box web vulnerability scanners help
identify security vulnerabilities of web applications, they still have
problems with false alarms, as they lack insight into the context
of applications. Without this supplemental information like the
topology of the underlying application or the runtime, scanners
cannot precisely assess a threat’s actual severity, leading to false
alarms and a challenge for security experts to prioritize vulnera-
bilities. Especially with the increasing popularity of microservices
and highly dynamic cloud environments, this prioritization task
becomes more difficult due to this environment. This paper
bridges this gap by enriching web vulnerability scanner reports
with context information to understand security threats better
and reduce false positives. To this end, we developed a rule-based
system that is extensible for multiple use cases, and we propose
a framework to evaluate the approach’s effectiveness using the
insecure web applications Unguard and Open Web Application
Security Project (OWASP) JuiceShop.

Keywords—cloud computing; web application security; dis-
tributed systems security; context-awareness; rule-based adap-
tation.

I. INTRODUCTION

Cloud computing is a fundamental building block for to-
day’s digital transformation, and a cloud-first strategy is be-
coming the norm, according to Taleb and Mohamed [1]. How-
ever, according to Behl [2], cloud computing also adds new
risks of being vulnerable to cyber-attacks and demands more
than traditional security solutions. Even as cloud providers
ensure security on a certain level based on the shared respon-
sibility model like the ones from Amazon [3] and Microsoft
[4], still, according to the models, the customers also have se-
curity responsibilities depending on the service model. Several
methods exist to improve security. The Amazon Web Services
(AWS) DevSecOps reference architecture from Manepalli [5]
of AWS and also the DevSecOps primitives for a reference
platform from Chandramouli [6] of the National Institute of
Standards and Technology (NIST) list the following methods:

• Software Composition Analysis (SCA): Identify poten-
tial risks when using third-party software (i.e., libraries,
packages, etc.).

• Static Application Security Testing (SAST): Analyze the
source code during development to find issues.

• Dynamic Application Security Testing (DAST): Examine
the outside security posture.

• Interactive Application Security Testing (IAST): Com-
bine the working principle of SAST and DAST.

• Runtime Application Self Protection (RASP): Monitor
applications in run-time to detect threats and block some
execution paths if necessary.

Dynamic web application vulnerability scanners are in the
category of DAST tools. These tools need minimal human
interaction and have the advantage that they are programming
language independent. Especially, the automatic aspect is
vital with the growing number of web applications where
penetration tests are limited due to resource and time con-
straints. Such tools can also support the DevSecOps approach
of companies by running security scans automatically in a
continuous integration and delivery (CI/CD) pipeline before
releasing applications. The scanners themselves search for
vulnerabilities by attacking and probing the application’s web
and API interfaces from an outside perspective.

Offered scanners also report false positives according to
Bau, Bursztein, Gupta, et al. [7] and Alsaleh, Alomar, Al-
shreef, et al. [8], which adds to the challenge of security
experts to prioritize vulnerabilities correctly. For example,
false-positive Structured Query Language (SQL) injections
where the detected technology does not match the actual
technology. Some research, exemplified in Section II, tries
to create new scanners that provide better results, whereas
others emphasize techniques that combine static and dynamic
security testing elements. The higher complexity of modern
web applications and microservice architectures make this
undertaking even more challenging because they use different
technologies at different abstraction layers. Also, with the
ever-changing nature of cloud environments, the prioritization
of vulnerabilities for security experts becomes even more
complex.

This work proposes a technique to support this prioritization
and reduce false positives of security tools in a cloud-native
environment by utilizing inherent contextual information of the
environment, like topology and runtime. The proposed method
is generally applicable, but the implemented prototype focuses
on the open-source web application security scanner OWASP
Zed Attack Proxy (ZAP), utilizes Kubernetes as container
orchestration service, and uses Dynatrace as an observability
software. However, other observability platforms can also be
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Fig. 1. The proposed architecture of the system.

used if they offer data like the expected data structure shown
in Section III.

Specifically, our contributions are:
• Context-aware ruleset engine: DAST is known to report

false-positive alerts according to Doupé, Cova, and Vigna
[9]. A context-aware rule-based filtering supports the pri-
oritization of threats and the reduction of false-positives.

• Graph-based security posture visualization: The method
of visualizing the relationship between application assets
and topology information from an attacker’s perspective.
This visualization assists security experts in prioritizing
threats.

Second, we propose a framework to evaluate the methods
using the insecure web application Unguard (not public at the
time of this writing) and OWASP JuiceShop.

The rest of the work is organized as follows. Section II
discusses related work. The proposed concept is described
in Section III. Section IV presents a framework to evaluate
the approach with two insecure web applications. Finally, in
Section V, we summarize and discuss, and give an outlook for
future work.

II. RELATED WORK

As proposed to Doupé, Cova, and Vigna [9], web applica-
tion scanners are comprised of three modules in most cases: a
crawler, an attacker, and an analysis module. The crawler tries
to find all the reachable pages and input points of an applica-
tion by following redirects and links. The attacker module then
uses the result to generate values that may trigger a vulnerabil-
ity. As last step, the analysis module analyzes the application’s
responses to detect vulnerabilities. A systematic review by
Seng, Ithnin, and Said [10] analyzed the methodology of ex-
isting academic manuscripts for quantifying scanners’ quality
and found no standard methods. Only a common practice,
namely calculating the number of detected vulnerabilities,
was found. Mburano and Si [11] used additional metrics like

the True Positive Rate (TPR) and False Positive Rate (FPR)
and carried out a benchmark of open-source scanner results
using the Open Web Application Security Project (OWASP)
Benchmark and the Web Application Vulnerability Scanner
Evaluation Project (WAVSEP).

Studies from 2010 of Bau, Bursztein, Gupta, et al. [7] and
Doupé, Cova, and Vigna [9] show that scanners offer good
results for simple historical vulnerabilities but have difficulties
with advanced or second-order forms. Another finding was
that the cost of a scanner and the provided functionality have
no strong correlation. False positives occurred due to the
disclosure of server paths and absolute paths of anchors, but
there were also genuine ones. More recent studies provided
similar results with Alsaleh, Alomar, Alshreef, et al. [8]
recommending better verification checks of reported false
positives of investigated open source scanners to simplify
the manual verification process. Also, Anhar and Suryanto
[12] state that further research is necessary for modern web
applications based on frameworks like React, Angular, and
similar ones.

According to Gartner [13], context-aware security (CAS) is
described as the usage of additional contextual information to
improve security decisions, which is used in our work. To the
best of the authors’ knowledge, there is not much research
on web application scanners utilizing CAS. Even so, some
work on intrusion detection systems (IDS) like the following
relies on contextual information. Chergui and Boustia [14] list
the following information for compromised entities as helpful:
network configuration, protocols, operating system, services,
and applications. The latter three are also used in the prototype
of this work. Eschelbeck and Krieger [15] use a similar
approach by including services, ports, operating systems, and
vulnerabilities as information to eliminate noise from IDS.
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III. METHODOLOGY

This paper utilizes the two chosen context information,
topology and runtime, relying on the monitoring and ob-
servability platforms or systems to provide the necessary
information. Such systems know about the topology of the
applications but do not necessarily have access to the actual
code. Therefore, SAST and IAST are not the focus of this
work. The main focus is DAST because they attack an appli-
cation from the outside and do not have run-time information
which the observability platform can provide.

A. Architecture

Our system Themis, shown in Figure 1, consists of four
main components. The orchestration automates the scheduling
of security testing tools in Kubernetes. The observability
platform collects all contextual information. The ingest fuses
data and integrates multiple data sources afterwards, and the
visualization displays the information for security experts.

1) Orchestration: Runs different security scans, either on
demand or in a specified interval. It also extracts the scan
result and parses it to a unified format finding format of the
secureCodeBox project [16]. Afterwards, the data is sent to
the receiving ingest components using a webhook.

2) Observability Platform: The observability platform has
constant ‘insight’ into the applications and collects the mon-
itored data, for example, from OpenTelemetry. Listing 2
shows the expected data structure of such an observability
platform as a JavaScript Object Notation (JSON) object.
The attributes toRelationships and fromRelationships
contain the connections of an application to others. The
softwareTechnologies attribute shows the application’s
technologies like C# and Java.

[{
” hos tname ” : ” j s h o p . j u i c e s h o p . svc ” ,
” t o R e l a t i o n s h i p s ” : {

” c a l l s ” : [
”APPLICATION−C46735D64G092C8H”

]
} ,
” s o f t w a r e T e c h n o l o g i e s ” : [{

” t y p e ” : ”NODE JS ( 1 4 . 1 8 ) ”
} ] ,
” f r o m R e l a t i o n s h i p s ” : {

” runsOn ” : [
”PROCESS GROUP−FQVDC6732B412233”

]
}

} ]

Fig. 2. Data structure for the topology and runtime information.

3) Ingest: The core part of this work, the ingest, is split
into three parts: Middleware, Wrangler, and Datastore. The
first part, the Ingest Middleware, transforms the result of the
orchestration component and potential external vulnerability
scanners to the DAST report format of Gitlab [17], partially
seen in Figure 3. The Wrangler then uses this report to

correlate the results with the data of the observability platform.
The correlation is performed based on the hostname of the
application, which is present both in the topology data and the
scan result. The aggregated data can then be used to filter the
scan results with pre- and user-defined rules, which are saved
in the Datastore. Security experts manually create these rules,
but the architecture could be used to enable problem-specific
rule sets automatically based on specific characteristics of
applications in further work.

” v u l n e r a b i l i t i e s ” : [{
”name ” : ”SQL I n j e c t i o n − SQLite ” ,
” i d e n t i f i e r s ” : [{ ”name ” : ”CWE−89” } ] ,
” s e v e r i t y ” : ”HIGH” ,
” l o c a t i o n ” : {

” hos tname ” : ” h t t p : / / j s h o p . j u i c e s h o p . svc ” ,
}

} ]

Fig. 3. Data structure for the found vulnerabilities of a scan result.

4) Visualization: A penetration tester can view the ingested
data on a web application. Furthermore, it has a rule editor
for custom user rules defined in Rego [18], a query language
inspired by Datalog. A sample rule is shown in Listing 4 that
filters the false-positive SQL injections, mentioned in Section
I, where the detected technology does not match the actual
technology. For example, possible injection of MySQL, while
the application itself does not use this technology.

deny [ msg ] {
i n p u t . v u l n e r a b i l i t y . t y p e == ”SQLi”
n o t i n p u t . v u l n e r a b i l i t y . t e c h n o l o g y == \

t o p o l o g y . d a t a b a s e . t y p e
msg : s p r i n t f ( ” SQLi v u l n e r a b i l i t y %s does \

n o t match t h e u n d e r l y i n g d a t a b a s e . ” )
}

Fig. 4. A user-defined rule to avoid false positives of SQL injection alerts.

IV. DISCUSSION

Previous research from Seng, Ithnin, and Said [10] and
Doupé, Cova, and Vigna [9] shows that quantifying the results
of web application security scanners is complex and common
practice is to run the scanner against multiple testbeds. One
important metric is the TPR of discovered vulnerabilities of
such tests. As this paper does not improve the internals of web
application security scanners but aims to improve the produced
results by reducing false positives, spurious vulnerabilities
are the most important metric. This section outlines the used
methods for evaluating the proposed technique.

The proposed approach is evaluated by running one open-
source (OWASP ZAP) and one commercial scanner (Tenable
Web App Scanning), against two web applications. One of
these testbeds is the monolith application OWASP JuiceShop,
which includes real-world applications’ security flaws and
vulnerabilities from the OWASP TopTen. The second insecure
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application is a custom testbed called Unguard from the
company Dynatrace that contains hand-inserted vulnerabilities
with proven attack patterns. These two applications have
different application architectures to analyse which contextual
information is helpful in which architecture.

False Positives: Whether the false positive rate improved
with the proposed approach still needs to be evaluated. Never-
theless, it is assumed that the results with Unguard will be
better than the ones with OWASP JuiceShop. Because the
latter application is a monolith, the topology does not provide
much value here. Only the information of the application’s
technology will therefore be beneficial for the results, which
will result in a worse filter result.

Visualization: The graph-based visualization of the context
seems to provide value in the mitigation process. Still, this
result is hard to measure as it is subjective based on the
application’s user. Nevertheless, it is shown that vulnerability
and topology information can also be merged and presented
graphically.

V. CONCLUSION

In this paper, we presented a system that tries to reduce
false positives of scanners in a cloud environment. Although
there is much research on improving the functionality of web
application scanners, utilizing contextual information is not
much examined to the authors’ knowledge. To this end, an
architecture to combine scanner results and topology informa-
tion has been proposed, and a prototype called Themis with
a rule-based filtering approach and graph-based visualization
of found vulnerabilities was shown. The effectiveness will be
thoroughly evaluated in the near future with the two projects,
Unguard and OWASP JuiceShop, using the FPR as a metric.
It is assumed that results with OWASP JuiceShop will be
restricted due to the monolithic architecture of the application.
Better results are expected for microservice-based applications
where topology information is beneficial. Additionally, the
effectiveness of the rule-based filtering and the graph-based
visualization’s helpfulness for security experts has to be further
evaluated in a production environment.

ACKNOWLEDGMENT

This research was partially supported by Dynatrace. We
thank our colleagues from the Cloud Application Security
Protection department.

REFERENCES

[1] N. Taleb and E. A. Mohamed, “Cloud Computing Trends: A
Literature Review,” Jan. 16, 2020. DOI: 10.36941/ajis-2020-
0008.

[2] A. Behl, “Emerging Security Challenges in Cloud Computing:
An Insight to Cloud Security Challenges and their Mitigation,”
in 2011 World Congress on Information and Communication
Technologies, Dec. 2011, pp. 217–222. DOI: 10.1109/WICT.
2011.6141247.

[3] Amazon. (Apr. 2022). Shared Responsibility Model, Amazon
Web Services, Inc., [Online]. Available: https://aws.amazon.
com / compliance / shared - responsibility - model/ (visited on
04/04/2022).

[4] Microsoft. (Mar. 1, 2022). Shared Responsibility in the Cloud,
[Online]. Available: https : / / docs . microsoft . com / en - us /
azure/security/fundamentals/shared-responsibility (visited on
04/04/2022).

[5] S. Manepalli. (Jun. 25, 2021). Building an End-to-end
Kubernetes-based DevSecOps Software Factory on AWS,
Amazon Web Services, [Online]. Available: https : / / aws .
amazon . com / blogs / devops / building - an - end - to - end -
kubernetes - based - devsecops - software - factory - on - aws/
(visited on 04/04/2022).

[6] R. Chandramouli, “Implementation of DevSecOps for A
Microservices-based Application with Service Mesh,” Sep. 29,
2021. DOI: 10.6028/NIST.SP.800-204C.

[7] J. Bau, E. Bursztein, D. Gupta, and J. Mitchell, “State of
the Art: Automated Black-Box Web Application Vulnerability
Testing,” in 2010 IEEE Symposium on Security and Privacy,
Oakland, CA, USA: IEEE, May 2010, pp. 332–345. DOI: 10.
1109/SP.2010.27.

[8] M. Alsaleh, N. Alomar, M. Alshreef, A. Alarifi, and A.
Al-Salman, “Performance-Based Comparative Assessment of
Open Source Web Vulnerability Scanners,” Security and Com-
munication Networks, vol. 2017, pp. 1–14, May 24, 2017. DOI:
10.1155/2017/6158107.
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Abstract—Complex Responsive Processes (CRP) focus on the 
interaction between agents, where they exchange knowledge, 
opinions, experience, and values. In decentralized decision 
making, this could accelerate the monitoring, analysis, 
planning and execution process, as defined in a control 
mechanism like MAPE-K. For Multi-Agent Systems with a 
decentralized or hybrid architecture the gesture (e.g., agent 
expression) and response dynamics of complex responsive 
interaction could be valuable to reduce the entropy of a system. 
Until today, the CRP mechanisms have not been formalized in 
Multi-Agent decentralized decision making as it lacks a formal 
model to express inter-agent dialectics. This position paper 
discloses the area where an extension of the MAPE-K control 
cycle  can be made to include the formalized CRP processes. 
This extension consists of a set of methods that include the 
responsive processes of multiple agents and will be used to 
update the Knowledge base in the MAPE-K model. 

Keywords: Complex Responsive Processes of Relating; 
MAPE-K; Multi-Agent Systems; Complex Adaptive Systems; 
Beer Game. 

I.  INTRODUCTION 
In the summer of 1988, the premium beer producer 

Heineken launched a promising new alcohol-free beer called 
Buckler. After an initial successful market entrance, the 
sales figures were dropping dramatically since January 1990 
and there was a very clear reason why this happened. In a 
live TV show on New Year’s Eve 1989, a famous Dutch 
comedian claimed that Buckler consumers were “losers” 
and lack masculinity. Nobody could imagine that this single 
statement could result in a tremendous loss of market share 
and even a premature exit of the brand in the Dutch market. 
The “Buckler-effect” has become a worst-case practice 
marketing case on Dutch business schools [1]. 

Demand and supply in logistics are difficult to align as 
temporal and spatial differences should be bridged. 
Traditionally, forecasting and planning techniques were 

powerful mechanisms to control the logistic chain, to bring 
demand and supply together in the most efficient way [2]. 
However, situations like the Buckler-effect, or recently the 
blockage of the Suez Canal by the Ever-Given shows that 
the external factors can suddenly impact the behavior of 
market players and will have a critical role in decision-
making [3].  

A marketplace is a place where cooperation or 
collaboration and competition of players result in dynamic 
behavior [4][5], which can be characterized as a Complex 
Adaptive System (CAS) [6] and where Complex 
Responsive Processes (CRP) [7] occur. The emergent 
behavior that results from cooperation is difficult to control, 
and the non-linear characteristics will make predictions 
about the players’ behavior difficult [8], even when 
information is shared throughout the supply chain. Recently, 
the use of Multi-Agent Systems (MAS) has gained 
improved insight in complex behavior in decentralized 
decision making in logistic processes. However, current 
models in decentralized, multi-agent collaborative decision 
processes within supply chains are still not efficient, precise 
and lead to poor operability [9]. Research in the field of 
Supply Chain Networks is promising when traditional 
supply chains are conceptualized as CAS [10]. To achieve a 
better alignment of demand and supply, more advanced 
techniques are required, which take the emergent 
characteristics of the market into account, like the bull-whip 
effect or social influencing [11]-[13]. The impact of gesture 
and response dynamics in multi-agent knowledge exchange 
is lacking at the moment.  

In this paper the rationale for research is elaborated, 
followed by a description of related work. After that, the 
Multi-Agent Control Cycle structure is clarified and the 
extended control cycle mechanism will be described. This 
will be the foundation for a possible further extension of the 
model into Complex Responsive Processes.  
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II. RATIONALE FOR RESEARCH 
In multi-agent knowledge creation, each single agent 

will update its Knowledge Base (KB), for each cycle in 
runtime. Process patterns, data analysis algorithms, system 
data or environmental data can be stored in its own 
knowledge base. This knowledge will then be available for 
individual agent analysis and decisions. Decentralized 
decision making in Multi-Agent Systems is a useful 
resource to challenge complexity. Theories of knowledge 
sharing in Multi-Agent Systems still lack the emergent 
behavior of collaborating agents, more specifically the 
dynamics of the group in open Multi-Agent systems [60]. 
What happens when we add the exchange of knowledge and 
dialectics between agents based on trust and group logic to a 
Multi-Agent System?  Or in other words, what is the role of 
Complex Responsive Processes in a Self-Adapting Multi-
Agent System with decentralized decision making? This 
area of multi-agent behavior needs to be investigated in 
more detail to understand the emergent characteristics of 
symbiotic relations between agents. This paper describes the 
area of research to extend the current Multi-Agent control 
cycles with dialectical relation between agents. To 
understand the dialectics between agents, a formal model 
should be developed that will describe the exchange of 
gesture and response to support decentralized decisions. The 
research should result in a clear extension of the MAPE-K 
model to facilitate the dialectic behavior between multiple 
agents. 

III. RELATED WORK 
In the last decades, the digitization of markets and the 

availability of ‘big data’ enabled a quicker understanding of 
the space, in which economic decisions are made [14]. For 
companies to be successful, it has become critical to acquire 
knowledge from outside the organization [15]-[18], and to 
have the ability and strength to execute processes based on 
the capacities to interpret these data [18]-[21]. For 
companies, like the beer brewer mentioned earlier, the 
decisions to efficiently sell and distribute their bottles of 
beer to consumers should be heavily influenced by detailed 
understanding of their own capabilities and the information 
of the environment, in which they operate [22]. Recent 
developments in the knowledge of network dynamics, 
which can be applied to economic markets as complex 
systems [23], shows that not only the environment dictates 
how agents should act but also agents can influence the 
environment in their own favor [24]. At the same time, the 
dominant logic can be influenced by tight collaboration. 
Hence, as Banisch et al. [25] demonstrated, the logic of the 
dominating group could be challenged by the minority and 
even become the majority themselves, which has been 
described as the Social Feedback Theory. Critical for this 
domination is the strength of the agents in the group. The 
stronger the bonds between the agents, the higher the chance 

that they will become the majority. In economics, this has 
been labelled as the “bandwagon effect” [26]. 

Multi-Agent Systems with decentralized decision 
making can positively contribute to the added value of 
products and services in the supply chain [27] when they 
improve the degree of collaboration between them. From an 
architectural approach, an important principle for a resilient 
and adaptable supply chain network is self-organization 
[28]. Approaches for self-organization, defined as Self 
Adapting Systems (SAS), are described by Krupitzer et al 
[29], where a profound taxonomy is proposed. With this 
taxonomy, SASs are described in a few dimensions: time, 
level, reason, technique, and adaptation logic. According to 
Krupitzer et al, most approaches are reactive and exclude 
the impact of the action on its context, which requires 
further research on proactive and context-altering system 
architectures. 

A recognized system for self-adaptation is the MAPE-K 
model [29]. Within MAPE-K the adaptation decision 
criteria are based on models, policies/rules, goals, or 
utilities. MAPE-K is a useful control model as it is 
formalized and supports multi-agent abstract state machines 
[61]. The control mechanisms in MAPE-K will be applied 
in a centralized, de-centralized or hybrid models. For MAS 
solutions, the decentralized model is appropriate to support 
self-adaptation [30]. An external implementation approach 
for the MAPE-K control loop, which is loosely coupled 
from the managed system, is superior in most cases [29]. 
Also, the adaptation decision criteria should be considered, 
based on models, policies/rules, goals, or utilities. Several 
models to exchange knowledge about the environment, 
system, goals and possibilities of adaptations between 
agents has been developed by Fisch et al. [31], where agents 
can learn from each other in a MAS setting. More work 
should be done on collaborative data mining and experience 
exchange.  

When we focus on the collaboration between agents, it is 
important that all agents share the same language. In the last 
three decades, formal languages have been developed for 
MAS solutions. However, the acceptance level of MAS 
languages is still poor, as mainstream development 
platforms could to the job as well, with only small efforts. 
[32]. Nevertheless, several agent programming languages 
could improve the development of MASs and contain 
valuable concepts to use in MAS architectures. At the time, 
there is no MAS language that has been adopted as a de 
facto standard [32].   

To be able to describe the formal model, the building 
blocks should be clarified: 1) MAPE-K model. 2) MAPE-K 
architecture, 3) Adaptation logic of the knowledge base and 
4) The complex responsive processes of relating between 
agents. 

IV. MULTI-AGENT CONTROL MECHANISMS 
Multi-Agent Systems could be based on human or 

virtual agents, both capable of autonomous action and 
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interaction with each other. As MAS is developing in the 
domain of Artificial Intelligence (AI), the semiosis of the 
human and virtual agents is gaining attention [33][34]. 
Formal theories of human intention, reasoning and decision 
making could be valuable to improve the mechanisms in a 
virtual MAS [35]. 

A. The MAPE-K model 
To gain grip on organizational processes constituted of 

temporal actor behavior, control cycles are required [36]. 
These control cycles use knowledge of the environment and 
the internal state of the system to decide on the actions to be 
taken. In Multi-Agent Systems (MAS), the knowledge of 
the environment is embedded in the MAS architecture.  A 
well-known control cycle process for MAS is MAPE-K. 
The MAPE-K architecture model structures the governance 
of a MAS system in five components, which constitute the 
control system. The environment is Monitored (M) and 
Analyzed (A), actions are Planned (P) and Executed (E). All 
these activities are based on an agent-specific Knowledge 
Base (K or KB) [37]. This KB includes data such as 
topology information, historical logs, metrics, symptoms, 
and policies, which are fed by the Monitoring component 
and updated by the Execution component. MAPE-K could 
be applied to several levels of the processes, both on a 
central and decentralized level. Decentralized control is 
managing the execution of the subsystem for each agent to 
achieve domain specific goals and will impact the 
environment [38] and shapes the behavior of higher-level 
processes. Centralized control on the other hand will take 
care of synchronization of these activities. Weyns et al. [39] 
describe several patterns for the interaction between 
centralized and decentralized control. 

B. The Frameself Architecture for MAPE-K 
The complexity of a distributed Multi-Agent System 

with MAPE-K control loops will lead to self-adaptation, -
deployment and -configuration of information systems. This 
requires a clear architectural framework, on which agents 
will act and processes emerge. One of these architectures is 
the “Frameself” Architecture [40]. This architecture 
contains a fine-grained model of a MAPE-K loop, including 
related interfaces, where the environment is monitored, 
analyzed and changes are planned and implemented, based 
on an agent-specific knowledge base. As this architecture is 
fully integrated in the Unified Modelling Language (UML) 
it gives a clear approach for pragmatic solution. Frameself 
has been developed for Machine to Machine (M2M) 
behavior, but is suitable for use in a generic MAS context as 
well. The architecture fully embeds the MAPE-K loop and 
can be seen as a “mapping” solution from the theoretical to 
the pragmatic domain. The architecture consists of the five 
MAPE-K processes, Monitor, Analyze, Plan, Execute and 
Maintain Knowledge Base, which communicate via web 
services. The KB is used as a source for information sharing 
to facilitate process execution and decision making. 

When autonomic systems use the MAPE-K architecture 
to decide in runtime, a detailed understanding is required 
about what, where, when, how, and with what tools data are 
collected from the environment. Hence, the way the data are 
dimensioned, classified, and translated should be clarified 
before a proper analysis can be done. When these data are 
analyzed, a suitable benchmark or expectation should be 
available to evaluate the performance of the system and 
applicability of business rules [41]. Based on this 
evaluation, the next operational process configuration is 
selected. The question raises if the existing rules and 
processes are appropriate for the state of the system in its 
context? This requires the need for a meta-adaptation layer, 
in which higher level evaluation, learning and verification is 
possible [42]. 

C. Monitoring 
The monitoring process (Figure 1) consist of  methods 

which will scan the environment on relevant events, 
aggregate, masks and normalize these and creates symptoms 
which will be send to the Analysis process. Often, these 
event handlers are also called receptors. All methods are 
managed by the Monitoring manager and knowledge is used 
from the KB or will be updated by the Knowledge Base 
Communicator (KBC). The methods used are identified as 
public (+) or private (-). 

 

Figure 1.  Frameself Monitoring Model. 

D. Analysis 
The symptom is received from the Monitoring process 

and a policy is validated and applied with separate methods. 
The Analysis phase (Figure 2) will take care of the 
evaluation of environmental phenomena and draw clear 
conclusions, based on policies. This will lead to the 
generation of a Request for Change (RfC), which is 

 

16Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-951-5

ADAPTIVE 2022 : The Fourteenth International Conference on Adaptive and Self-Adaptive Systems and Applications

                            23 / 62



communicated to the Planner process. All knowledge about 
the policies is interfaced bi-directionally with the KB. 

Figure 2.  Frameself Analyzing Model. 

E. Planning 
When the RfC is received, it will be transformed in a 

policy and interpreted be able to plan the change in the 
operational system using the KB (Figure 3). When this has 
been done, the plan will be sent to the Execution process. 
The Planner Manager method is taking care of the 
coordination, while the KBC shares the effectors and 
policies to apply. 

Figure 3.  Frameself Planning Model. 

F. Execution 
After the planning activities have created and a plan is 

shared to change the operational system, the Execution 
process will translate the plan into specific actions 

(interpreted). These actions are embedded in a workflow 
and the process execution is triggered by the Workflow 
Engine, scheduled, and dispatched for execution. A process 
orchestrator method takes care of the monitoring according 
to the plan. Again, the Executor manager method will take 
care of a smooth process and the KBC is used for 
knowledge exchange. The Execution elements are shown in 
Figure 4. 

Figure 4.  Frameself Execution Model. 

G. Knowledge Base 

In the KB, entities are created, changed read, and 
deleted. For each entity, a method is available, to do the job 
The Frameself architecture does not explicitly define how 
these methods are used. Also, the dynamics between the 
MAPE processes and the KB is related to each unique agent 
(Figure 5). Group learning or exchange of knowledge is not 
explicitly specified. This area of agent-interconnectedness 
needs to be studied in more detail. 

Figure 5.  Frameself Knowledge Base Model. 

 

 

 

 

17Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-951-5

ADAPTIVE 2022 : The Fourteenth International Conference on Adaptive and Self-Adaptive Systems and Applications

                            24 / 62



When autonomic systems use the extended MAPE-K 
architecture to decide in runtime, a detailed understanding is 
required about what, where, when, how, and with what tools 
data are collected from the environment. Hence, the way the 
data are dimensioned, classified, and translated should be 
clarified before a proper analysis can be done. And when 
these data are analyzed, a suitable benchmark or expectation 
should be available to evaluate the performance of the 
system and applicability of business rules [41]. Based on 
this evaluation, the next operational process configuration is 
selected. But are the existing rules and processes appropriate 
for the state of the system in its context? This question 
requires the need for a meta-adaptation layer in which 
higher level evaluation, learning and verification is possible 
[42]. 

V. THE EXTENDED MAPE-K MODEL 
In current research on the MAPE-K, attention for the 

influence of environmental factors is limited. More 
specifically, how does environmental factors like the 
participation of agents in a group influence the perception of 
environmental data and the evaluation principles of each 
single agent? Especially when the MAPE-K model is 
applied to distributed control loops with decentralized 
decision making, it could be interesting to see how the 
adaptation rules and results are shared amongst the other 
agents. 

Recent initiatives aim at fine-tuning the MAPE-K model 
and dives into the characteristics of the KB. Research by 
Kloes et al. [42] show a MAPE-K extension, where the KB 
is described with four adaptation mechanisms: the 
Environment model KEnv, System model KSys, Goal model 
KGoal and Adaptation model KAdapt. Also, they added two 
components to enable meta-adaptation: Evaluation and 
Learning. Recently, they also added the Verification 
component to this [43]. With these extensions, the MAPE-K 
model logic becomes adaptive and applies dynamic, context 
specific rules. The first results from this study show that the 
adaptability of the process improves but should be validated 
to a higher extent to achieve generic applicability. 

Within the Knowledge component, two mechanisms are 
subject to external factors: Knowledge of the Environment 
and Knowledge of Goal, while two other mechanisms are 
internal oriented: Knowledge of the System and Knowledge 
on the Adaptation actions. The Extended MAPE-K [43] 
shows how autonomous decision-making techniques in a 
runtime environment can be used to adapt to continuously 
changing environments in a quantitative manner. Guards 
monitor the environment and activate or de-activate specific 
system- or sub-goals. So, these guards are trained to make 
the system context sensitive. In the study of Kloes et al [43], 
a model for Goal requirements definition is proposed, where 
a parent goal can consist of sub-goals. These sub-goals 
could mutually reinforce and measured as weighted 
contributors to the parent-goal but can also be exclusive 

contributors. Together, the joint success rates of the set of 
sub-goals will determine the total success of the parent-goal 
and therefore the success of planned actions. 

Figure 6.  Extended MAPE-K model [43]. 

Taking notice of the agent driven decisions, how do we 
integrate the dominant logic of the group [62] in monitoring 
and adaptation activities in the extended MAPE-K control 
loop when applied to business processes? Previously, we 
saw that guards activate or de-activate goals, based on the 
state of the environment. But how are these guards 
positioned in the MAS model? Will they be event handlers 
or connectors that are triggered externally? And what about 
the data, which are stored in the Logical Operational 
Environment [45] and analyzed during decision making? 
These data are applied in the decision-making process, 
where the environmental-state, (sub)goals and guiding-
principles come together [62]. What if the guiding-
principles are influenced by the dominant logic of the 
group? Where do we store and maintain those principles? 
And how does an agent identify itself with a group, 
understand their rules of engagement and gain the required 
trust level? Or in other words, how could the environment 
be influenced to each actor’s own advantage? A complex 
responsive process view on MAS control-cycles should take 
these considerations into account. 

VI. COMPLEX RESPONSIVE PROCESSES OF RELATING 
Organizations operate in a complex environment, which 

is characterized by emergence, nonlinearity, and self-
organization [46][47].  In organization science, the 
organization, as the locus of attention, has been studied as a 
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Complex Adaptive System (CAS), where micro-dynamics 
of local interactions between the organizational actors result 
in global patterns [48][49]. Although this approach distinct 
the several steps of complexity [50], the single 
organizational actor is constituted as a rule-driven agent 
[51]. However, the full range of human experiences is 
hardly captured [52] while the environment is perceived as 
social and complex patterns, in which behavior of human 
actor is both physical and cognitive. Complex intelligence, 
where knowledge is created out of the social interaction, 
includes this human factor, but lacks a suitable integration 
with the idea of CAS [53]. This has been identified by 
Stacey et al as Complex Responsive Processes of Relating 
(CRP) [54], where activity of actors is influenced by the 
behavior of other actors, individuals, or groups. CRP, 
however, is taking both perspectives on human interaction 
and emergence in consideration [7]. 

According to Homan [55, p. 495] “the complex 
responsive process perspective does not assume the [agents] 
to be more or less mechanistic entities (automatons) reacting 
in a rule-driven fashion to their neighbors, but ‘endows’ the 
[agent] with thoughts, reflections, emotions, anxieties, 
ambitions, socialization, history, political games, 
spontaneity, unpredictability, and uncertainty, also 
understanding (human) interactions with others as intrinsic 
power relations.” In the CRP setting, actors will search for 
others to create a critical mass or are complementary in 
capabilities or skills [56] to overcome uncertainty. These 
groups are formed around shared themes, which is shared, 
repetitive and enduring in its values, beliefs, traditions, 
habits, routines, and procedures [54]. 

From the Social Feedback Theory [57] we learned that 
the behavior of the agent is influenced by the group the 
agent belongs to. Agents perceive their environment 
through the lens of the group and act accordingly, based on 
its dominant logic [62]. Gergen describes this behavior as 
social constructionism [58]. According to Gergen, 
relationships  in the group and the reality of group members 
are socially constructed and are limited by culture, history, 
and human embeddedness in the physical world. Not the 
individual mind but the relationship becomes the main 
driver for dynamics. The gesture and response dynamics in 
group activities are triggered by environmental artifacts and 
lead to the application and creation of patterns and the 
disclosure of new artifacts to the environment, which is, 
according to Stacey [59] the true source of knowledge 
creation.  So, according to the CRP theory, to understand 
the dynamics of a system, one should focus on the 
interaction of actors in groups instead of individual behavior 
[54].  

VII. CRP AS ACCELERATOR FOR A SELF-ADAPTING 
MULTI-AGENT SYSTEM 

The effort to include CRP in a MAS system architecture 
will start with the meta model definition of a MAS. A 
pragmatic model for MAS architecture is the SARL 

metamodel [63], which describes the entities that construct 
the building blocks for a MAS system. Each agent will act 
in its context, composed of one or multiple spaces. Within 
this meta model, the interaction model is created, that is 
derived from the Physical and Social space. The interaction 
model will group together the several agents and describes 
the interaction patterns with use of relevant information 
flows. These information flows are based on the relevant 
dimensions (descriptions of artifacts) in its environment and 
influenced by the dominant group logic and semiotics in the 
system space. Environmental knowledge is perceived 
through guards and actions are taken to effectuate agent 
behavior in its environment. This will result in emergent 
interaction patterns within the Opportunity Space [44]. 

The adaptive process of a MAS is described by the 
(extended) MAPE-K model. Environmental events trigger 
the control cycle, resulting in the execution of the sub-
system and a super-system learning cycle (Evaluation, 
Learning, Verification). Each step in the extended MAPE-K 
model is probably be influenced by the interaction with 
other agents and knowledge is shared [42]. The share of 
knowledge could catalyze the decision-making process in 
MAS platforms and could be a possible solution to reduce 
uncertainty in time critical, runtime environments. Also, it 
will stimulate the coherence of group actions and 
controllability of MAS behavior. But what elements in the 
KB are shared and how will this influence the behavior of 
the agent in the MAPE-K control cycle? Especially the 
effectiveness and timeliness of the agent’s response is an 
interesting element in knowledge exchange. 

 

Figure 7.  MAPE-K CRP model. 
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The solution will be a dialectics platform, where groups 
of agents apply gestures and respond to that. On this 
platform, a set of formal patterns is available to support 
these processes. Agents will raise questions and receive 
feedback from other agents. This will result in dialectics, 
where new entities are created that could be used in the 
agent’s own knowledge base. Based on this concept, the 
research should investigate how the meta model and 
architecture should look like. Also it has to describe the 
formalize methods for information exchange. This extension 
can be labelled as the “MAPE-K CRP model”, that includes 
the CRP Exchange of Gesture and Response between agents 
(Figure 7). 

VIII. CONCLUSIONS AND FURTHER WORK 
In this position paper the control cycle for Multi-Agent 

Systems is described, including possible extensions. Current 
models lack the social dialectics between agents. The 
instance in which the gesture and response between agents 
takes place should be added to the model. Further research 
is required to include social elements of emergent behavior 
in a Multi-Agent setting. This could accelerate the exchange 
of knowledge and ability to adapt. The next steps will be the 
development of the CRP MAPE-K extension architecture 
and the translation into a meta model including formal 
methods for development. 
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Abstract—Design and architecture patterns are proven
domain-independent solution approaches for common problems
occurring in the development of software systems. To guarantee
the problem-solving capabilities of patterns, a correct implemen-
tation of the design pattern is essential. As a context-specific
adoption of the design pattern to the software system needs to be
performed by the developers, we argue that their comprehension
plays a crucial role in the creation and maintenance of such
correct implementations over the system’s lifespan. Even with
migration and integration of legacy components into an adaptive
System, where other paradigms are used, for example, must be
compatible on a conceptual level. The primary intent of this
paper is to separate essential syntactic information from varying
aspects, given a set of implementation samples. We introduce an
approach that abstracts given object-oriented implementations
by semantically resolving and splitting an Abstract Syntax Tree
into small paths. In analyzing paths from given samples we build
a shared concept. In this paper, we build the shared concept from
230 example implementations containing the singleton design
pattern and 230 counterexamples to classify new unseen java
classes. The contribution this paper provides is composed of three
parts. (i) A novel approach to abstract object-oriented code, (ii)
an interpretable way to identify common parts extracted from
multiple abstractions, and (iii) a way to classify unseen samples
to implement the same concept.

Index Terms—Software Abstraction, Object Oriented Lan-
guage, Design Pattern, Source Code Comprehension, Software
Architecture

I. INTRODUCTION

Design patterns have been established for reusing proven
solutions to a class of problems. Nevertheless, especially for a
dynamic adaptive system, the correct implementation of adap-
tation mechanisms is essential for the quality of the overall
system. Patterns are described informally or semi-formally as
context-independent solution concepts. As a consequence, in
order to apply a design pattern, it is necessary to embed it
into the actual implementation context; to do so, a common
understanding of the concept provided by the pattern had to
be established [1], [2].

To relate implementation and architecture, the Unified Mod-
eling Language (UML), for example, offers the mechanism of
collaborations within the context of a composition structure
diagram and the context-specific embedding in a given domain.
Here, the description is separated from the actual application

in modeling. Collaborations describe the composition of roles,
which must be linked to specific parts of the application [3],
[4].

Faulty implementations of patterns may produce function-
ally correct solutions but may lack the (mainly) non-functional
properties provided by the pattern, such as specific modularity
goals or specifications from the software architecture [5].
Inaccurate implementations can emerge not only in the initial
implementation of the pattern but also from side effects
introduced with changes, even elsewhere in the codebase
[6], [7]. In particular, in a scenario where system parts and
components are implemented and maintained heterogeneously
and by different companies and development teams, as is
unavoidable in an adaptive Software Ecosystem, for example
[8].

If a legacy system or component is to be migrated and
integrated, for example, to satisfy a specific adaptation mech-
anism, it is necessary to check the current implementation’s
compatibility. For this, it is helpful to find design patterns
in existing code to comprehend the whole system better.
Especially if it is written by other developers or not further
documented. With a focus on code comprehension, it is
necessary to extract more complex architectural patterns from
simple code patterns iteratively. As a starting point, this paper
contributes to recognizing design patterns by generating a
data-driven interpretable representation of the design pattern
from a set of implementation examples and counterexamples.
No formal specification of the design pattern beforehand is
needed.

This paper addresses the following Research Questions
(RQs): RQ1: Is it possible to abstract different concrete
implementations of the same architectural design pattern so
that the abstractions show a similarity? RQ2: Is it possible to
formulate what the shared concept consists of across multiple
samples? RQ3: Is it possible to classify unseen samples using
the introduced formulation mechanism?

Section 2 gives foundations on programming languages
and the construction of the Abstract Syntax Trees (ASTs).
Section 3 introduces the source code abstraction approach
alongside two different levels of abstraction. Section 4 is the
evaluation of the stated RQs with a discussion of the results
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and limitations. Section 5 presents an overview of related
work. Finally, the conclusion and an outline of future work
are given in Section 6.

II. FOUNDATION

This paper investigates the compositionality of abstract con-
cepts. The inputs for the presented approach are syntactically
correct but not executable source code artifacts. The focus is,
therefore, on the static structure of a program. This structure is
defined by the syntactic and semantic rules of a programming
language. Each programming language consists of a set of
programming concepts and specified paradigms, applying to
modern programming languages that do not strictly follow one
paradigm [9].

These concepts, defined by the programming language,
are called atomic concepts in the following and manifest
themselves in the source code by the language’s keywords.
Programming languages are formal languages because they
consist of words over a given and finite alphabet [10]. Thus,
the words are well-formed concerning a fixed and finite set of
formal production rules [11]. Moreover, the lexical grammar
of a programming language is usually context-free [12].

A grammar G consists of a four-tuple.

G(N,Σ, R, S) (1)

with N : finite set of nonterminal symbols,
disjoint with the strings produced from G.
Σ : finite set of terminal symbols, disjoint from N .
R : finite set of production rules: N → (Σ ∪N)∗

where * is the kleene star operator.
S : distinguished start symbol, S ∈ N .

We focus on object-oriented programming languages. Con-
sequently, the type-system plays an important role and can be
understood as an assurance to operations and documentation
that can not be outdated. Types predefined by the programming
language are so-called atomic types. Out of these atomic
types, abstract types are constructed. The step of abstraction,
which is also the foundation of the principle of information
hiding, of abstract types is the structure defined by fields and
an interface specified by the operations.

Since the languages considered here are formal, an au-
tomaton can be specified, which can process the character
stream of the source code artifact. This is also the first step in
compiling a program. Figure 1 shows the steps relevant to this
paper of analyzing a program by a compiler. First, a scanner
transforms the input stream into a language-specific token
stream during lexical analysis. The tokens are also significant
parts of a program, as they contain the atomic concepts of
the programming language. This step reduces complexity,
aggregates character, and identifies keywords. Then, a tree is
generated from the token stream during syntactic analysis. A
tree is a recursive data structure and a particular type of graph
structure (a formal definition can be found in III-D) with a

dedicated root node and containing no cycles. Finally, each
recognized token is converted to a node in the tree. Than, a
semantic analysis is performed since not all rules, especially
context-dependent ones, can be checked during derivation.
This step also resolves the types, names and annotates the
tree’s nodes to reflect this. Therefore, a symbol table is used
to map each symbol with associated information like type and
scope.

Through the instantiation of types, another kind of context-
dependencies arises, which leads to the fact that the semantic
meaning of a word derived by the grammar is no longer
unique.

The challenge in extracting higher-level concepts up to
architectural concepts is that these concepts are not included
as concepts in the programming language. Instead, these can
be understood as the composition of atomic concepts within a
respective context. For program comprehension, it is essential
to get a precise understanding of the concepts used in the
implementation. Therefore with the increasing complexity and
evolution of the program describing the essence of a concept
in a comprehensible way to humans is a critical task.

It follows directly from the chosen class of language type
that the set of generated concepts is countably infinite. Also,
the set of reference implementations is infinite, with the dif-
ficulty that the same concept can be implemented in different
ways. Thus, similarity could not be detected with a simple
comparison of source code snippets.

III. SOURCE CODE REPRESENTATION

The main objective is a way to represent object-oriented
source code samples on an abstract level compared to the raw
source code files to enable interpretability on common parts
and differences. Reducing information such as the naming
of elements (e.g., methods, variables) or the order in which
parts of the snippet (methods, variables) are declared or logic
is handled (e.g., cases in a switch statement) help in this
approach as it distracts from syntactical similarities.

We introduce two different levels of abstraction that both al-
low the expression of smaller parts reoccurring across different
valid code snippets following the language’s grammar rules.
The abstraction level High (section III-B) is more abstract
than level Low (section III-C). The more concrete level of
abstraction has superior expressiveness as it adds constraints
across multiple reoccurring parts and allows for the distinction
of elements (e.g., methods, variables).

We will elaborate on our general approach (section III-A),
being identical for both levels of abstraction first, then elabo-
rating on High(section III-B), and adding in how we use the
concept of uniquely identifying parts in Low. In section III-C
we explain how such constraints are added. In section III-D
we address how abstractions of different samples can be
compared. Section III-E introduces the shared concept and how
to construct it based on given code samples.

A. Source code abstraction approach
The approach, as illustrated in Figure 2, takes source code of

arbitrary size as an input to generate an abstract representation
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Programming
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int foo(int x)
{

return x + 1;
}
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Fig. 1: First steps of a compilation process [12]
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Parsing Aggregation Flattening

Fig. 2: Overall approach of the source code abstraction

in the form of a set of Strings that represent its syntax
with additional information from the semantic analysis and
aggregation. The Strings are sequences of tokens retrieved
while processing the input that does not need to be exact
sequences of the Lexical Analysis, as shown in Figure 1. A
detailed walk through example can be found in sections III-B
and III-C, Figure 1 contains only an illustrative one.

We analyse the code snippets AST to get a syntactic repre-
sentation of the sample. The AST tokens get resolved during
the aggregation phase constructing an Aggregated Graph. By
combining the ASTs paths and the Aggregated Graph, we
create the flattened Abstraction.

Subsequently, we formalize the required representations
(AST, Graph, and the Abstraction) and concepts (path, ag-
gregation function). Based on these definitions, we introduce
the idea of a shared concept.

We define the graph g ∈ GRAPH by the following
signature:

g(V,E) := {V = {v1, v2, . . . , vn} , E ⊆ V × V } (2)

with V : finite indexed set of nodes.
E : finite indexed and ordered set

of directed edges {vi, vj}

and a tree t ∈ GRAPH being a special cycle-free graph
with a root node vroot and a set of leaf nodes Vleaf

t(V,E, vroot, Vleaf) := {g(V,E), vroot, Vleaf} (3)

with Vleaf ⊂ V ∧ vroot ∈ V

∀v ∈ V ∄v | {vroot, v} ∈ E

∀vleaf ∈ Vleaf ∄v | {v, vleaf} ∈ E

A path p in a tree t is a sequence of nodes V connected by
edges E. The first node needs to be a leaf node and the final
node needs to be the root node vroot of t.

p(V,E) := {V,E} (4)

with V := {vi | 1 ≤ i ≤ n}
v1 ∈ t(Vleaf ) ∧ vn = t(vroot)

E := {{vj−1, vj} | 2 ≤ j ≤ n}

In the Aggregation step, the nodes of the AST get mapped
to nodes of a resulting Aggregated Graph, by an aggregation
function faggregate(t) := Vt → Vg .

To construct the abstract representation a a concrete aggre-
gation function combines the information of all paths P of the
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1 public class FooBar {
2 public void foo() {…}
3 public void bar() {…}
4 }

Fig. 3: Java implementation of a class with two methods -
program 1

tree and the graph g itself. P is the set of paths containing
each path from every leaf node of Vleaf to the root node vroot.
It is defined by the following signature:

P :={p | p(v1) ∈ t(Vleaf) ∧ p(vn) = t(vroot)∧ (5)
∀vleaf ∈ t(Vleaf)∃!p | vleaf ∈ p(V )}

An abstraction is defined by the function fabstract :

fabstract(t, faggregate(t)) := (Vt, Et)× (Vg, Eg) → P (6)

To obtain the flattened abstraction, we combine the path
information from the tree and the node information from the
aggregated graph. The structure of the flattened Strings in
the abstraction comes from the Paths P in the AST. The
information of the relevant nodes results from applying the
faggregate function to the nodes of the paths p ∈ P . The final
abstraction is a set of all distinct flattened Strings. In the
example Figure 2, the aggregation merges the nodes 4 and
8 (from the AST). Those nodes represent the same semantic
unit (e.g., the same literal) In this case p is ”8 6 3 1”, after
applying faggregate the flattened String is ”4 6 3 1”.

B. Abstraction level High

The nodes (tokens) in an AST have additional traits. We
utilize the type of the node, which indicates what part of the
language the node reflects (e.g., the declaration of a class or
the call of a method). In addition, we use the information
of more basic nodes (e.g., keywords, primitive operators) to
represent individual nodes per manifestation (e.g., TRUE and
FALSE for Boolean values) and one node per Modifier (e.g.,
PRIVATE, PUBLIC, and STATIC). On High, the aggregation
step summarizes all nodes of the same type (e.g., all nodes
that declare methods) into a single node.

Figure 3 shows a short code snippet that we will use for both
abstraction levels to illustrate the approach and the resulting
representations. The sample consists of a public class FooBar
containing two methods (foo and bar). The content of the
methods is left out, as it would be hard to display the resulting
ASTs and graphs. As illustrated in Figure 2, we start with
traversing the AST. The resulting tree is shown in Figure 4.
In the tree, we can see the individual statements reflected
by nodes and corresponding edges. Each node contains the
information of the type of the node (e.g., ClassDeclaration
for the root element) and, if available additional information
such as the reflecting values associated with the nodes (e.g.,
SimpleNames reflecting the name of the class FooBar and the

names of the methods foo and bar) or the proper modifier (in
this case PUBLIC in all instances).

The higher-level aggregation rules of nodes are: (i) resolve
keywords from the language. This includes Primitive Opera-
tors, Primitive Types, Modifiers, TRUE, FALSE, and (ii) reduce
other nodes to the assigned types.

Figure 6a shows the resulting graph by applying the aggre-
gation rules. Our abstraction aims to (i) consist of multiple
small parts (ii) likely to be contained in multiple samples.
From the tree (Figure 4), the graph (Figure 6a), and the aggre-
gation rules , it is possible to construct the paths in Figure 5.
Here underscore separates the nodes in a flattened path.

Carried information High: The paths extracted carry
certain information enabling reasoning about the original
program. For example, the second path states that there is
a PUBLIC ClassDeclaration (line 1 of the code sample in
Figure 3). The third path states a PUBLIC MethodDeclaration
in a ClassDeclaration. From the information contained in the
abstraction, we cannot tell which methods foo or bar this
particular path represents.

On High, we cannot conclude across multiple paths. For
example, it is impossible to state that the MethodDeclaration
from paths 3 and 4 are part of the same Method. On the
one hand, this shows that the abstraction level is capable
of reflecting general structures of the original code while
being able to ignore the order of appearance in the original
implementation. On the other hand, the abstraction lacks the
distinction of different elements and the ability to connect
multiple paths related to each other.

C. Abstraction level Low

The stated drawbacks of High get addressed at Low,
containing more information from the original sample. The
overall approach (Figure 2) still holds, with different steps in
the aggregation phase. Semantic analysis of the AST is utilized
to resolve elements. We introduce indices to those resolved
elements, allowing the distinction of multiple nodes (of the
same type and even across multiple types). The aggregation
rules are as follows: (i) exactly as the first rule on High; (ii)
identification of Classes and Methods by their signature; and
(iii) resolution (Simple)Names with an index per unique name.

According to the stated rules, aggregation of the AST leads
to the graph illustrated in Figure 6b. The indices allow the
identification of elements. For example, we can still refer to
the methods using index 1 and 2. The index is attached in the
flat representation of the paths, separated by a hash symbol.
The resulting paths of the code sample on Low are given in
Figure 7. All the information of High is still contained in this
representation, as it is possible to remove all the indices and
remove the duplicated paths resulting in Figure 5.

Carried information Low: The indices allow (i) to con-
clude across multiple paths, (ii) to distinguish multiple ele-
ments of the same type (e.g., the two Methods), and (iii)
to express constraints that join different types seen in the
aggregation process to superior entities (e.g., using one index
for a specific MethodDeclaration and MethodCallExpression).
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ClassDeclaration

SimpleName Modifier MethodDeclaration

ReturnType

MethodDeclaration

Modifier SimpleName ReturnTypeModifier SimpleName

“FooBar”

PUBLIC

PUBLIC

PUBLIC“foo” “bar”VOID VOID

Fig. 4: AST of program 1

1 SimpleName_ClassDeclaration
2 PUBLIC_ClassDeclaration
3 PUBLIC_MethodDeclaration_ClassDeclaration
4 VOID_MethodDeclaration_ClassDeclaration
5 SimpleName_MethodDeclaration_ClassDeclaration

Fig. 5: Abstraction High of program 1

In Figure 7, all the paths are in the context of to the
same ClassDeclaration(#1). We can draw conclusions about
MethodDeclaration(#1) from paths 3 and 4 and state that it is
PUBLIC and has the return type (VOID). The same holds for
paths (6 and 7 respectively for the second MethodDeclaration).
To distinguish elements across multiple paths the indices can
be used similarly. We can tell that paths 5 and 6 are not
belonging to the same MethodDeclaration.

D. Abstraction alignment

In the sections above, we introduced abstraction levels High
and Low for one single code snippet, both providing a set
of paths representing the snippet. We showed how to reason
across multiple paths of one abstraction. The next step in
making use of the representation is to reason across multiple
abstractions of different snippets x and y, by considering the
sets of paths Px and Py , respectively, that they generate. We
propose a Jaccard Similarity (Formula 7) based measurement,
leading to a high similarity if a lot of paths are in both sets
Px and Py , and little paths only in either set Px or Py .

jaccardSim(Px, Py) :=
| Px ∩ Py |
| Px ∪ Py |

(7)

On High it is easy to be calculated without further steps
needed, as no instance (e.g., multiple methods) are distin-
guished. On Low, the calculated similarity will depend on
the indices assigned to the individual parts in the aggregation
step, as the following example in Table I illustrates. The table
is two-parts, with the upper part containing different paths
(left-hand side) and three abstractions (Pa, Pb1, and Pb2). An
x in the respective cell means that the path is part of the
abstraction. The lower part of the table contains the pairwise
Jaccard similarity. The similarity calculated differs between
jaccardSim(Pa, Pb1) and jaccardSim(Pa, Pb2) regardless of
both Pb1 and Pb2 being equally valid representations of a Class
having one PRIVATE and one PUBLIC Method.

In the presented approach (Figure 2) the indices get assigned
in order of node processing. If a node (e.g., a Method-
Declaration) has been seen before, the assigned index is
reused, otherwise, the next available index (per node type)
gets assigned. This could lead to Pb1 or Pb2 for the same
code sample, that are equally valid abstractions.

The idea to counteract this is by aligning the samples
to improve the similarity measured without alternating the
information contained in the abstractions. We achieve this
by looking for (sub)graph isomorphism and corresponding
permutations. In this example, a similarity-maximizing permu-
tation of Pb2 regarding Pa would be to swap the indices of the
two MethodDeclarations. An important remark is that such a
swap of indices needs to conform to the permutation rules (i)
the swap of indices needs to be done for all occurrences to not
invalidate a constraint and (ii) entities need to be respected, so
the index of such related types need to be aligned uniformly.

The isomorphism between two graphs is a bijection (one-
to-one correspondence) between the nodes of the given graphs.
As the graphs in our case are not guaranteed to be of the same
size, we need to look into subgraph isomorphisms of the size
of the smaller graph. A subgraph m of a graph g is denoted
by:

m ⊂ g ⇐⇒ Vm ⊂ Vs ∧ Em ⊂ Es (8)

Finding such a bijection (candidate) of a subgraph consists
of two steps, (i) fixing a suitable subgraph and the (ii) one-to-
one correspondence. The verification of such a candidate can
be done with the Formula 9. The graphs q and m are converted
to adjacency matrices (see Formula 10) and the bijection is
formulated as a permutation matrix Q. Q is constructed with
the nodes of one graph as rows, and nodes of the other graph
as columns, the cells representing a correspondence are filled
with 1, all others with 0. An adjacency matrix Dm contains a
row and column for each node of the graph m, the respective
cell is filled with 1 if there is an edge between those nodes,
with 0 otherwise.

Let q be a graph isomorphic to m, for some permutation
matrix Q:

q ∼= m ⇐⇒ ∃Q,Dm = Q×Dq ×QT (9)

Let Dm be the adjacency matrix of m, with:

Dmij :=

{
1 if {i, j} ∈ Em

0 otherwise
(10)

26Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-951-5

ADAPTIVE 2022 : The Fourteenth International Conference on Adaptive and Self-Adaptive Systems and Applications

                            33 / 62



ClassDeclaration

MethodDeclaration

VOIDPUBLIC SimpleName

(a) Abstraction level High

ClassDeclaration#1

MethodDeclaration#1

VOID

PUBLIC

SimpleName#1

SimpleName#2 SimpleName#3

MethodDeclaration#2

(b) Abstraction level Low

Fig. 6: Resulting graphs by aggregating nodes and edges of the example AST

TABLE I: SAMPLE ABSTRACTIONS AND CORRESPONDING PAIR-WISE JACCARD SIMILARITIES

paths on low abstraction level Pa Pb1 Pb2

PUBLIC ClassDeclaration#1 x x x
PUBLIC MethodDeclaration#1 ClassDeclaration#1 x x

VOID MethodDeclaration#1 ClassDeclaration#1 x x x
PRIVATE MethodDeclaration#1 ClassDeclaration#1 x
PUBLIC MethodDeclaration#2 ClassDeclaration#1 x

VOID MethodDeclaration#2 ClassDeclaration#1 x x
PRIVATE MethodDeclaration#2 ClassDeclaration#1 x

jaccardSim with Pa 1 0.6 0.33
jaccardSim with Pb1 0.6 1 0.429
jaccardSim with Pb2 0.33 0.429 1

1 SimpleName#1_ClassDeclaration#1
2 PUBLIC_ClassDeclaration#1
3 PUBLIC_MethodDeclaration#1_ClassDeclaration#1
4 VOID_MethodDeclaration#1_ClassDeclaration#1
5 SimpleName#2_MethodDeclaration#1_ClassDeclaration#1
6 PUBLIC_MethodDeclaration#2_ClassDeclaration#1
7 VOID_MethodDeclaration#2_ClassDeclaration#1
8 SimpleName#3_MethodDeclaration#2_ClassDeclaration#1

Fig. 7: Abstraction Low of program 1

After an isomorphism has been found, the indices can be
aligned according to the permutation, allowing for the final
check to see if the resulting paths match. This is needed as g
(and Dm) do not contain the information of the original paths,
so the graph will accept possible paths not contained in the
abstraction.

E. Shared concept

We define a shared concept cshared as the set of similarities
and differences between a set of code snippets. The abstrac-
tions of code snippets, which contain the concepts cshared are
elements of the set Ain and code snippets, which are not an
implementation of the concept cshared , represent an element of
the set Aex.

Out of these two sets of abstractions of examples and
counterexamples, the representation of the shared concept is
derived as follows:

c(Ain, Aex) := {Pin, Pex} (11)

with Pin ∩ Pex = ∅
∀pin ∈ Pin ∧ ∀ain ∈ Ain | pin ∈ ain

∀pex ∈ Pex∃aex ∈ Aex | pex ∈ aex

∀pex ∈ Pex∄ain ∈ Ain | pex ∈ ain

Related to the above definition, a shared concept is de-
scribed by two sets of paths Pin and Pex. Each path pin ∈ Pin

is included in every single abstraction of Ain. Pex consists
of paths pex retrieved by the set of abstractions Aex. For
a path to be included in Pex it needs to be in at least one
abstraction of Aex and must not be in any abstraction of Ain.
The idea of those exclusion paths is to handle paths seen in
the programming language that have never been seen in a
positive example that is expected to include the shared concept.
By including samples from different repositories and business
domains into the sets Ain and Aout we hypothesize that
the shared concept is containing business-domain-independent
overlap.

IV. EVALUATION

The evaluation starts with describing the data set, which
was collected, and annotated by the authors. The second part
introduces the singleton design pattern, as this is the case study
through the evaluation of the paper. The rest of the section
addresses the stated RQs. We start by finding similarities
on the abstraction levels (RQ1) calculating pair-wise jaccard
similarities on the abstraction levels and analyze how the
similarity compares on pairs that are both singletons, one of
the samples being a singleton and non of the samples being
a singleton. We formulate the shared concept as RQ2, by
including all paths Pin we have seen in all samples (of the
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TABLE II: ANALYSIS OF THE AMOUNTS OF PATHS IN
THE ABSTRACTIONS

min # of paths max # of paths avg. # of paths
low high low high low high

singleton 17 17 2379 646 247.26 88.61
non singleton 6 4 2856 983 421.16 157.37
all samples 6 4 2856 983 334.21 122.99

singleton), in addition, we formulated an exclusion set of paths
Pex, by specifically excluding paths that we have only seen in
non-singleton samples.

Classifying new samples on the abstraction levels using the
formulated shared concept (RQ3) is done as the last part of
the evaluation.

A. Results

1) Preprocessing of the data set: The data set (java-
singleton) collected and used to evaluate the abstraction ap-
proach consists of 230 java code samples labeled as part
of this paper, containing the singleton design pattern and
230 additional samples that do not implement the singleton
design pattern. The classes originate from different projects.
The labels were applied by two authors, only containing
samples that were confirmed by both authors. We chose the
singleton pattern as a concept to evaluate as it combines
a few criteria we consider beneficial as a showcase in this
paper. The purpose of the pattern is widely understood and
used in practice. The implementation is all in one place (the
singleton class), leaving aside large search spaces [13]. Making
it reasonable to identify samples in existing code, but leaving
room for the implementation to vary. It introduces manageable
complexity to the task at hand while enabling us to collect a
data set to evaluate the presented work, although the presented
approach of abstraction is not limited to the scope of a single
class, file, or pattern. We abstracted all the samples on both
levels of abstraction. Table II gives insights into the resulting
abstractions. The table contains the minimum, maximum, and
average amount of paths all abstractions of a given set of
abstraction. The sets show that the range on how many paths
are in the samples varies a lot for each given set inspected.
The average is also significantly higher than the minimum
amount of paths of a sample, indicating that on average there
are things in the samples than they can share (as this is what
at most can be overlap).

2) Results RQ1: As described in section III-D we are going
to measure similarity using the Jaccard Similarity (Formula 7).
Table III summarizes details on the calculated similarities.
Each row represents ten percent incremental thresholds, with
the corresponding amount of sample pairs that are at least as
similar as the threshold requires. The reported numbers are
broken down into how many pairs are (i) both singletons, (ii)
one of them is a singleton and, (iii) none of them is a singleton.
This is done for both abstraction levels. The comparison of the
samples with itself is excluded from the table.

The data shown in the table support the assumption that the
abstractions embody similarity related to the singleton design

pattern. From the columns both singleton on both abstraction
levels we take that the stated RQ1 holds and that it is possible
to abstract different concrete implementations of the same
design pattern to show a similarity. As the similarity observed
is significantly higher compared to the other columns in the
table.

3) Results RQ2: We built a shared concept as introduced
in our Definition 11. This part of the evaluation is limited
to High as no complete alignment of all samples has been
calculated, leading to inaccurate results on Low. More on this
is addressed in the limitations and future work section of the
paper.

We follow common practice in Natural Language Process-
ing (NLP) (compare stop word removal [14]) and trim the
data so that we do not rely on too (un)common paths. We
only keep paths in at least 5 percent and at most 95 percent
of the samples of the dataset.

Table IV distinguishes the (non-)trimmed abstractions. It
displays the number of paths belonging to specific subsets
of the data set. For the non-trimmed row, many paths are
exclusive to (non-)singletons (4644 + 12813) compared to a
1996 part shared. As the collected data set is small, con-
tributing to infrequently observed paths, we focus on the
trimmed column of the table. There are no paths left that are
exclusive to the singleton samples. Allows us to ascertain,
that there are no language constructs exclusively used to
implement the singletons. In addition, eight paths are exclusive
to non-singleton samples, which indicates that they are part
of the programming language but not used to implement the
singleton design pattern. No paths are seen across all non-
singleton samples. The majority of paths are seen across both
singletons and non-singletons. The shared concept retrieved
from the data set java-singleton consists of twelve paths in
Pin and eight paths in Pex.

4) Results RQ3: To evaluate if it is possible to use the
shared concept for classification of unseen code, we use a
dataset [15] providing annotations of used design patterns.
The dataset contains annotations for the following nine java
projects: QuickUML 2001, Lexi, JRefactory, Netbeans, JUnit,
MapperXML, Nutch, PMD, and JHotDraw.

The authors of this paper validated the annotations. From
the 13 annotations, we rejected seven, finding six additional
singleton implementations that were not annotated as such
before. Resulting in a total of 12 instances.

We conducted three experiments (Table. V)(i) High incl.
only looking to include all the Pin paths, (ii) High refers
to in addition looking that none of the exclusion paths Pex

are present, and (iii) Low we used the inclusion paths Pin

and associated indices that conform to the singleton pattern
(described in Section 5.2.). Here we then aligned the indices
of the samples (using subgraph isomorphism).

As a given sample can be classify containing a singleton
(Positive) or not (Negative) and the ground truth label can
tell if it is a singleton or not, we end up with the resulting
combinations True Positive (TP), True Negative (TN), False
Positive (FP), and False Negative (FN). In our context, the
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TABLE III: NUMBER OF SIMILAR PAIRS ABOVE 10 PERCENT INCREMENTAL THRESHOLDS

Low High
threshold both singleton one singleton none singleton both singleton one singleton none singleton

0.0 26335 52900 26335 26335 52900 26335
0.1 4843 389 31 22628 21859 7950
0.2 1444 4 4 10395 1630 600
0.3 372 0 1 3737 118 73
0.4 135 0 1 1589 9 28
0.5 73 0 0 669 0 16
0.6 43 0 0 289 0 8
0.7 32 0 0 153 0 1
0.8 28 0 0 95 0 1
0.9 27 0 0 63 0 0
1.0 25 0 0 30 0 0

TABLE IV: SUB SETS OF THE DATA SET AND THE AMOUNT OF THEIR EXCLUSIVE PATHS

# paths only in # paths in all # paths seen
singletons non-singletons (Pex) singletons (Pin) non-singletons in both sets

trimmed 0 8 12 0 279
not trimmed 4644 12813 12 0 1996

classes mean: TP: prediction and ground truth agree on single-
ton; TN: prediction and ground truth agree on non-singleton;
FP: prediction says singleton but it is not a singleton; and FN:
predict says non-singleton but it is a singleton. To evaluate the
performance of our classification of unseen samples we stick
to the metrics of a confusion matrix used for the evaluation
of Machine Learning (ML) models. Table V shows the results
for the conducted experiments. Calculations of Precision also
known as Positive Predictive Value (PPV), Recall also known
as True Positive Rate (TPR), Accuracy (ACC), and F1 are
also calculated. A general remark is that the files were not
changed or preprocessed. In the case of data set java-singleton,
we isolated one class per code sample, contrarily those files
used for the prediction are still untouched and possibly contain
multiple classes.

B. Discussion

We have seen that abstractions produced by samples of
various origins (different projects) carrying the same design
pattern still carry a certain degree of similarity on the different
levels of abstraction introduced in this paper. In terms of
formulating the shared concepts, we were able to formulate a
set of paths included in all samples and exclude a set of paths
that we have only seen in other implementations that do not
contain the same design pattern in the first place. The inclusion
set Pin contains twelve paths, and the minimum number of
paths seen in the set of singletons (see Table II) is only 17.
This allows drawing the conclusions that at least one sample
contains almost the bare minimum needed to implement a
singleton in java.

TABLE V: RESULTS OF THE PREDICTION TASKS

TP TN FP FN TPR PPV ACC F1
High incl. 12 1914 13 0 1.0 .48 .993 .649
High 8 1919 8 4 .6 .5 .994 .571
Low 12 13 0 0 1.0 1.0 1.0 1.0

The exclusion set Pex serves another important purpose,
as it helps to explicitly describe what should not be part
of the concept. In the case of the conducted evaluation, we
reduced the exclusion set by trimming all paths that were in
less than five percent of the samples, which allowed us to
reduce the set from 12813 to only eight paths. We argue that
this is useful because of the rather small sample size. We have
not found another approach that similarly describes a concept
by explicitly stating what is not part of the desired concept.
Paths contained in Pex were contrary to the definition of a
singleton, as they contain paths for Public Constructors, and
paths for creating new objects in the return statement of a
method (which would bypass the singleton object, if it would
be the getInstance method).

Also, the approach of the formulation of such a shared
concept is flexible and adapts to the considered samples, and
the more the samples share, the more is included. As the paths
are interpretable, the abstraction levels introduced in this work
also allow a formulation of such shared concepts from scratch,
or to use only one example as a template to start with.

Both runs on High have a PPV around 0.5, while the TPR is
higher, not making use of the exclusion paths Pex. The ACC
of both approaches is also nearly identical at 0.99. Caused
by the data having a lot of Negative cases, in which both
approaches are good at predicting. By comparing both runs, it
is indicating that High lowers the prediction of singleton (TP
and FP) while introducing FN. The last part of the evaluation
has been performed on Low. In this case, we introduced
indices to the paths in Pin. We then aligned the indices of
the samples, according to a valid permutation. The results
have a PPV, TPR, and ACC of 1. This classification task
was only performed on the 25 samples predicted as TRUE
on the most permissive other approach (High incl.). As of two
main reasons, (i) the computation needed to find a subgraph
isomorphism is NP-complete [16], and (ii) the previous check
on High for all Pin excludes all the other samples for not
having all the needed paths. By knowing not all paths are
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present in the other samples (regardless of indices) it is not
possible to find indices for those samples so that all paths are
included afterward.

In terms of the classification performed, we have shown
predictions with simple models, checking the exact inclusion
and exclusion of specific paths on the High and the same
thing (after the computational intense subgraph isomorphism
checking) on Low, with a perfect result as a reward. The
prediction on High is prone to overestimate the concept to be
included, which is indicated by a precision around 0.5 for the
not preprocessed unseen samples. Nevertheless, High serves
a valuable purpose in filtering the relevant samples to further
look at Low.

C. Limitations

Although the approach introduced gives promising results in
terms of the stated RQs, we have encountered some limitations
on which we want to elaborate.

The design pattern chosen is rather simple in terms of the
variety the implementation offers. Looking at more complex
structures (e.g., using general parts and specific refined parts
could implement those as interfaces or (abstract) classes), in
terms of the shown abstraction levels this would lead to not
being reflected in Pin as of the current approach on building
the inclusion set.

Assigning index-values to the shared concept Low was the
only time (except the labeling) we relied on understanding the
concept (of the singleton). To address that, the indexing can be
seen as the maximum common subgraph problem [17](being
NP-Hard [16]). We do not have an implementation of this in
our prototype.

V. RELATED WORK

A similar approach to the one we propose is code2vec [18],
[19], also working with an abstraction based on a set of paths.
The main difference is the structure of the extracted path.
All pairwise paths between the leaf nodes are examined and
limited to a maximum number and length. They define the
path-context by a triplet < xs, p, xt >, where xs is the start
leaf, xt is the target leaf, and p the path between these nodes
with the additional information whether a traversal takes place
upwards towards the root element or downwards in the tree.
The approach is presented here all paths from each leaf to the
root are taken into account. Another limitation of code2vec
is the abstraction context, which is one method. They argue
that the order of source code statements is not relevant, valid
for this scope and the defined task. But as shown in [20],
the relation between source code elements for higher concepts
(like classes) is essential to perform structural or behavioral
related tasks. As shown in [21] another limitation of code2vec
is its sensitivity to naming. For tasks like those described in
code2vec, where names of methods are predicted, names are
of course essential, but for the extraction of abstract concepts
the uncertainty of the correct name is too high.

Yarahmadi et al. [20] have conducted an extensive and
systematic literature review on how design patterns can be

detected in code and therefore abstract the code to perform this
task. The main findings of this study relevant to this paper are:
Many of the approaches have been tested and evaluated only
on small data sets or on limited code samples. The principle
in almost all approaches that were reviewed is to reduce the
search space by abstraction. Most approaches were limited in
their ability to recognize different types of patterns. Another
problem of many approaches is to detect different variants
of a pattern. To make this possible, ML methods are often
used. However, these methods require good data preprocessing
because it is not possible to decide in a general way which
parts should be selected for learning. A common approach
to this problem is, as implemented in [22], a semi-automatic
approach in which a human takes over feedback or labeling.

Another principle often used in addition to using the syn-
tactic concepts of programming languages is to analyze the
identifiers (e.g., classes, methods, or variable names) using
natural language processing techniques [23], [24]. In Schindler
et al. [24] demonstrated that these methods are well suited for
project-specific domain models but not for identifying general
patterns. Natural language identifiers can be an indication but
not a robust criterion. An example on how the AST is able
to be enriched by additional features, e.g., by using ML, is
described in [25] and [26].

In addition, tools and frameworks should also be mentioned,
which could also be applied, though in part with restrictions.
For example, jQAssistent [27] is a tool that transfers the AST
into a Neo4j graph database, offers the possibility of manually
enriching this graph with further information, and then using
the query-language Cypher to define concepts and identify
them in the graph. In contrast to the approach presented in this
paper, a query needs to be formulated covering the concept for
which the sample should be retrieved.

ArchUnit [28], Structure101 [29], and Dependometer [30]
are based on the same principle of formulating rules that are
checked automatically afterward. However, the creation and
management of rules is costly with the increasing complexity
of the concept, requires substantial expert knowledge. All of
the mentioned approaches do not assist in expressing rules
applying to a given set of samples.

The major problem in this kind of approach and any other
approach based on a specific formal language is that it is
difficult to define the concrete rules describing a pattern
correctly. Rasool et al. [31] describe it as a lack of standard
specification for design patterns.

The field of code clone detection is related to the approach
presented in this paper since the input data is identical.
Wang et al. [32], four types of code clone detection are
characterized, (i) syntactically identical code fragments, (ii)
syntactically identical except names and literal values, (iii)
syntactically similar fragments that differ in some statements
but can be transformed to each other by simple operations
and (iv) syntactically dissimilar code fragments but sharing
the same functionality. In contrast to code clone detection,
we do neither want to find syntactically identical fragments
(i)-(iii) nor functionally identical ones (iv). Because of the
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domain-specific adaptation, we are not interested in finding
direct copies.

VI. CONCLUSION AND FUTURE WORK

We have shown how to extract the essence of a shared
concept, driven by available implementations, so that the
formulation is interpretable by humans. Moreover, what we
have not found in the literature, is the formulation of what
should explicitly not be part of the implementation. Future
work planned includes addressing the stated limitations and
collecting a high quality and high quantity data set of different
design patterns, including also different variants of a pattern.

The abstraction presented in this paper produces a set of
paths from a semantically aggregated syntax graph. We plan
on utilizing the shown approach as a preprocessing step in the
direction of ML techniques. For example, to train classifier
or cluster samples to identify variants or the inner parts of a
pattern, e.g., roles.

In Herold et al. [33] and Knieke et al. [34], a holistic
approach is described to mitigate architecture degradation
using ML. For such approaches, it is essential to have relevant
training data available and to understand which expected
patterns are not present in the implementation. This would
also be a use case supported by the method presented here.
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Abstract - In additive manufacturing, knowledge of the 

geometry of the weld seam is crucial for the quality of the 

component. This is especially true for Wire and Arc Additive 

Manufacturing (WAAM) based on Gas Metal Arc Welding 

(GMAW). The length of the free wire electrode ("stickout") 

should be almost constant during the entire manufacturing 

process. In additive manufacturing, it is also important to 

recognize height differences that occur during the process and 

to compensate for them by adjusting the process parameters in 

order to achieve a uniform build rate across the component 

cross-section, as geometric irregularities tend to be amplified by 

multiple layers. Furthermore, process disturbances can lead to 

locally altered seam properties. To counteract these problems, 

the presented investigations show to what extent such geometric 

irregularities can be detected in-situ from the existing process 

variables welding current and voltage. This makes it possible to 

dispense with the use of additional measurement technology. In 

our experiments, we simulated these height differences during 

multilayer welding by means of defined unevenness on the 

substrate plate. With the help of a Long Short Memory 

Neuronal Network (LSTM), the height information is 

determined indirectly during the process only via welding 

current and voltage.  It is shown that this approach could be 

used to control the process. Furthermore, it is shown that this 

approach can reliably detect geometry errors and determine the 

height information with high accuracy, even if the process 

parameters are changed between training and validation. 

Keywords: WAAM, Welding, GMAW, Machine Learning, 

Long Short-Term Memory, topology detection 

I.  INTRODUCTION 

In order to ensure consistent weld seam quality, even in 
automated welding processes, with slightly changing 
geometric boundary conditions, a wide variety of sensor-
based detection systems are currently being used. Among 
other things, the shape of the seam is detected by laser-based 
systems, usually using the light-sectioning method, to enable 
good seam tracking. On the other hand, the size of the melt 
pool is observed by optical systems [1]. An overview of the 
current state of research on monitoring and control of additive 
manufacturing is given in [2–4]. In addition to the dimension 
of the molten pool, conclusions can also be drawn here about 
the cooling of the weld seam or solidification. This not only 
allows the geometry of the weld to be determined, but also 
allows material properties to be specifically adjusted via the 

cooling. Thus, the monitoring of the welding process 
represents a multi-criteria task, especially in the case of a 
weld-property orientation in additive manufacturing. One 
approach to solve such a multi-criteria task in advance has 
been shown by Ehlers et. al. in [5]. Due to increasingly 
complex applications of common welding processes, such as 
additive manufacturing, the task is also becoming more 
complex and sensory monitoring is becoming more important 
[6–9].  

Complex, multi-criteria tasks can be solved using various 
artificial intelligence methods and, most importantly, can be 
computed in real time. Real-time computability is one of the 
main requirements for in-situ welding process monitoring and 
control, especially to be able to realize a material property 
oriented welding sequence as, e.g. in [5][10]. In these works, 
the cooling time between metallurgically important 
temperatures was used as a controlled variable, such as the t8/5-
time concept to keep the material properties within a desired 
range. 

In the following, a way to determine the geometry of the 
substrate for a weld bead based on welding current and voltage 
using artificial intelligence is presented. The aim is to derive 
further parameters from the existing process parameters 
without measuring them directly. This opens up the 
perspective of a material property- or geometry-oriented 
welding process control for metal inert gas welding. 

The results presented in this paper were discussed in 
German language in [11]. 

 

A. Machine learning in welding and WAAM 

The accurate prediction of the complex WAAM Process 
using numerical models is challenging and as of today, there 
exists no such model that could reliably predict the outcome 
of the process, outside vary narrow experimental frameworks. 
Even if such a model would exist, the required computation 
time may easy make it impractical for the online monitoring 
tasks addressed in this paper. This is the reason why we focus 
on machine learned models, which can be trained, only using 
captured inline process data and can be inferred very fast, so 
that the online approach becomes viable. A number of other 
authors have committed works tackling this topic.  

One major direction of the works lays in the prediction of 
some aspects of the overall outcome of the process based on 
parameters of the whole run. Most of this works rely on 
Artificial Neuronal Networks (ANN). One such approach 
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predicts the mean width and height of the weld based on the 
mean current and voltage using fixed feed and tool speeds 
[12]. Another approach relies on a set of process parameters 
including energy and feed speed, as well as tool speed [13]. In 
[14], this approach is even extend to not only predict the over 
all geometry but also the distortion that may occur. In [15], a 
hybrid approach is presented, using the ANN to predict the 
temperature distribution of the weld and then use this as an 
input for an FEM model to come to the stress and strain of the 
underlaying metal sheet. Another parameter of the resulting 
weld that can be predicted this way is the surface roughness 
[16][17]. Common to all of these approaches is, that all of 
them use simple feed forward architectures to do regression 
from process parameters to outcome quantities. This has little 
in common with the idea of an inline approach where every 
measured value is directly used to predict some hidden value, 
such as the sub topology.  

There are some works, mainly from the point of view of a 
control engineer, that forester such an inline view. In [18], for 
example, ANN are used to predict the temperature of a top 
layer based on the temperature of the layer underneath it. 
Other approaches are focused on online image recognition and 
the corresponding convolutional neuronal network 
architectures to interpreted inline imagery. In [19], image 
recognition on IR cameras is used to preprocess the obtained 
images to than measure meld pool geometry using classical 
methods. Another example application for image recognition 
lays in detecting humps and valleys in the weld using a HDR 
camera sensing the process [20]. In [21], a very different 
approach is used. Here reinforcement learning is employed in 
order to control the geometry using inter layer scans of the top 
layer as an input.  

While the results of this are promising, they require to 
bring new sensory into the process, which on the one hand, 
may be costly, and become an additional source of system 
failure. Additionally, none of the presented approaches treats 
the measured sensory data as a time series. This is due to the 
architectures for the neuronal networks chosen. This paper 
overcomes this shortage by using a network architecture 
suitable for this task. In the past, Long Short Term Memory 
neuronal networks (LSTM) have proven to be very suitable 
for predictions based on time series data [22].  

While ANNs do stateless regression form a domain X to 
an image space Y, LSTM are able to internally keep a state 
based on the last observer sensory values X and perform a 
prediction of Y based on these past observations. In section II 
the used materials and methods for the welding experiments 

carried out and the used neuronal network will be described. 
Followed by Section III presenting the results and Section IV 
in which the results are discussed. 

II. MATERIALS AND METHODS 

To record the training and comparison data for the neural 
networks used, a "Fronius TransPuls Synergic 4000 CMT" 
welding power source was coupled with a robot from Kuka as 
an automated motion system and equipped with a laser 
triangulation displacement sensor type optoNCDT 1420 from 
MICRO-EPSILON for distance measurement. The current 
and voltage signals, as well as the distance measurement 
values were recorded with a "Scope Corder DL750" from 
Yokogawa. To create defined height differences in the 
substrate, the substrate plate was provided with elevations and 
grooves, Figure 1. 

The grooves are 4 mm deep and the elevations 4 mm high. 
The grooves and elevations have an angle of 90°. These 
selected defined changes are in the upper range of typical 
seam irregularities and seam defects. Depending on the choice 
of process adjustment variables, an GMA-weld can have a 
height of 1mm to 9mm and a width between 2.5mm and 
20mm.  

A total of ten welding tests were carried out. Welding was 
carried out across the tests as follows: 

 
Welding consumable:  ISO14341-A-G 4Mo 
Wire electrode diameter:  1.2 mm 
Shielding gas:   82% Ar / 18% CO2 
Welding speed:  55 cm/min 
Stick-out:    15 mm 
Base material:   S355 
 
The wire feeds, the resulting average current and voltage 

values and the set process can be taken from Table 1. In 
addition to different wire feeds, both the standard and the in-
pulse welding process were used. 

The experimental setup is sketched in Figure 2.a, with the 
welding direction out of the image plane. To measure the 
changes in distance between the displacement sensor and the 
substrate material, the arc of light was shielded from the 
sensor. Figure 2b shows a sketch of the substrate plate used. 

 
 
 
 

Figure 1: Side view of the base plate 
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A. Methodology in the use of artificial intelligence 

The collected raw data of the 10 tests consist of the 
measured quantities: voltage [volts], current [amps] and 
distance [mm]. The measurement data of tests 3, 9 and 10 had 
to be discarded due to recording errors. Voltage and current 
are the input variables, with the help of which height 
differences should be indirectly predicted. To eliminate 
extreme outliers, a filter was applied. For the distance, values 
larger than 190 mm and smaller than 160 mm were removed. 
For voltage, values greater than 40 V and less than 10 V were 
eliminated. Furthermore, the distance measurement exhibits 
noise that occurs at regular intervals, with an amplitude of 
about +/-4 mm and a period of oscillation of a few 
milliseconds. Since the defined geometry irregularities are in 
a comparable order of magnitude, it is necessary to clean this 
noise to obtain good labels for training the LSTM. 
Furthermore, the input quantities have voltage and current 
typical characteristics with very high amplitudes and extreme 
values, which were identified as measurement errors. All three 
quantities were preprocessed in two steps. In the first step, the 
moving average method was used with a triangular weighting 
and a window width of 10,000 measurement points. In the 

second step, averaging was applied, reducing the total number 
of measurement points from about 3 million per experiment 
to about 900 to 1,000 measurement points. This eliminated 
most of the periodic oscillations and outliers. Figure 3 shows 
all three measured variables. For the illustration, the values 
were scaled in preparation for the training. By reducing the 
number of measurement points, the scaling of the x-axis 
(previously time) is lost. Only the sequence of data points is 
shown. It can be seen that there is a correlation between the 
input variables (current and voltage) and the output variable 
(distance). 

For each experiment, a model with the same network 
architecture was trained. As a result, seven models were 
available, each of which was trained on one experiment.  

The input values are stored as a three-dimensional tensor, 
whereby a label with a corresponding distance measurement 
is available for a series of data. During the learning process, 
the neural network looks at the past 50 values (the time 
window chosen in this analysis) and deduces the current 
distance from the torch to the workpiece. Since the input is a 
sequence of current and voltage values and only one distance 
value is to be predicted, a funnel-shaped architecture of the 
LSTM was chosen. The models were implemented in Python 

TABLE 1: EXPERIMENTAL CONDITIONS  

Run. Nr. Wire feed speed Current Voltage Welding Mode 

1 4,5 93 17,0 Impulse 

2 4,5 93 17,0 Impulse 

3 4,5 93 17,1 Impulse 

4 4,8 136 14,5 Standard 

5 4,8 136 14,5 Standard 

6 4,8 136 14,6 Standard 

7 7,0 171 16,2 Standard 

8 1,7 37 14,7 Impulse 

9 1,7 37 14,2 Impulse 

10 1,7 37 15,2 Impulse 

 

 
 

(a) (b) 

Figure 2: principle sketch of the experiment: a) experimental setup, b) substrate plate 
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using the KERAS framework. The corresponding 
parameterization of the network with two layers and neurons: 
Layer_1 = 50 and Layer_2 = 20. There is only one neuron in 
the output layer, this one carries the value of the distance. The 
"Mean Squared Error" serves as the "loss function" or cost 
function and "ADAM" was chosen as the method of stochastic 
optimization. Only for experiment 7 a bias regulator (L2=0,1) 
was used additionally, because the model showed typical 
signs of overfitting. All models were trained over 500 epochs, 
with a batch size of 60.  

III. RESULTS 

Within the experiments, the first two thirds were used as 
training data. On the last third, the model was tested (see 
Figure 4). In addition, the generalization of the models 

between the experiments was tested. This was only successful 
between trials with the same procedure (impulse or standard). 
In each case, the models were applied to an entirely different 
data set. Figure 5 shows the Mean Absolute Deviation (MAE) 
of the models (rows) when applied to the different tests 
(columns) for the tests with impulse (a) and standard (b) 
methods. This can be interpreted as the mean deviation of the 
predicted profile from the actual profile. The maximum 
deviation is 0.29 mm, the minimum 0.18 mm.  

The models perform differently if used to predict profiles 
of experiments not used for training. The mean absolute error 
form most cases (except for experiment 8), remains well 
below one millimeter, even in this cross-experiment setup. 

Figure 3: Scaled and preprocessed measured values of experiment 1 

Figure 4: Prediction accuracy in the training and test area, experiment 1 

Figure 5: Mean Absolute Deviation of all tests 

Testing Training 
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IV. DISCUSSION 

In the presented work, it was shown that the use of neural 
networks allows to estimate the substrate topography in 
GMA-welding with high accuracy. Furthermore, it was shown 
that even with a small number of training experiments and a 
limited database for different process variants, small 
deviations of the prediction from the actual value in the lower 
tenth of a millimeter range could be achieved. The work 
presented is promising. Therefore, they are to be extended to 
real welding tests and to the application in additive 
manufacturing using larger data bases and further process 
parameters such as the light emitted by the arc, as well as the 
melt pool size and the temperature distribution. Although the 
chosen LSTM network architecture proved to be capable for 
the application described, additional comparative experiments 
using a wide array of methods is needed. 

 

V. CONCLUSION 

The work conducted in this paper shows that the usage of 
a neuronal network for the prediction of the stick-out and/or 
the geometry of the topologies beneath the actual weld seam 
is possible. It was possible to generate the necessary database 
for teaching the network in only a few experiments. Even this 
relatively low number of experiments resulted in a prediction 
accuracy that is sufficiently precise for the application. As 
mentioned above one obvious direction for further work lays 
in transferring the approach from a single layer welding 
experiment to actual additive manufacturing in multiple 
layers. Another direction is to close the loop by implementing 
a controller based on the predicted subtopology to compensate 
errors. This is by no means trivial, since the control algorithm 
itself would interfere with voltage and current, thusly 
challenging the prediction capability of the network.  
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Abstract— The amount of data generation has been increasing 

exponentially over the last decades. The reasons for this 

amount of data are pretty similar: The evolution of technology, 

as well as new technologies, such as the Internet of things or 

artificial intelligence, as well as data-driven business models. 

However, the profiteers of the data boom are few players, like 

big tech companies. Small- and medium-size companies do not 

have access to the same amount of data and thus cannot benefit 

from the data boom and adapt their business models. This 

paper presents the concept of a data marketplace ecosystem to 

overcome the inbalance between big tech companies and these 

smaller companies. In comparison to other data marketplaces, 

our proposal is entirely community-driven. Instead of a single 

authority or player, it is developed and controlled by a 

community. The concept is closely related to software 

ecosystems and adaptive and open systems. The paper presents 

a blueprint of such an ecosystem based on blockchain 

technology and smart contracts, discusses the related state of 

the art, and reflects critically on the results.  

Keywords- Blockchain; Data; Data marketplaces; Community; 

Data ecosystem; Open platforms, Data Trading. 

I.  INTRODUCTION  

Over the last decades, the amount of data generation has 
been exponentially increasing, driven by new technologies 
like the Internet of Things (IoT) and Artificial Intelligence 
(AI) [1]. In 2020, people created 1.7 MB of data every 
second, and by the end of 2020, 44 zettabytes made up the 
entire digital universe. This amount of data means there are 
40 times more bytes than stars in the observable universe!  

Data is generated and collected in such a massive amount 
is pretty simple: Data has become the oil of the 21st Century 
[3]. Data is the fuel for new business models that are 
common for the most valuable companies in 2021, like 
Amazon, Apple, Meta Inc., and Google [4].  

However, most of the available data is related to a very 
limited number of companies and organizations that form 
almost an oligopoly – the so-called Big tech companies: 
Alphabet, Meta, Apple, Amazon, Microsoft, and Tesla [5], 
[6], [7]. For Small and Medium Enterprises (SMEs), it is 
much harder to extract the same value from their data 
compared to these large enterprises due to three main 
challenges: (a) they have no access to such an amount of 
data, (b) they have not access to the technology to process 
the data, and (c) they have not the knowledge to transform 
their traditional business towards data-driven business 

models [8]. To cope with these challenges, we introduce the 
concept of data marketplace ecosystems in this paper. 

A data marketplace ecosystem is a specific concept 
marketplace. Various data marketplaces already exist in 
different shapes and can be categorized along multiple 
dimensions, making a general classification of the multiple 
forms of business models difficult. In [9], a comprehensive 
model incorporating various dimensions for categorizing 
electronic marketplaces is proposed. For the categorization 
of electronic marketplaces in our work, we consider this 
model (see Figure 1).  

In this model, first, providers are placed on a scale of 
orientation between hierarchy and market, as shown in figure 
1. Economies have two basic mechanisms for coordinating 
the flow of material or services through adjacent steps in the 
chain: markets and hierarchies. Markets coordinate the flow 
through supply and demand forces and external transactions 
between individuals and companies. Market forces determine 
the design, price, quantity, and target delivery schedule for a 
given product that will serve as an input into another process. 
On the other hand, hierarchy coordinates the flow of 
materials through adjacent steps by controlling and directing 
it at a higher level in the executive order rather than letting 
market transactions conform to it. Managerial decisions 
determine the design, price, quantity, and delivery schedules 
at which products from one step on the chain. Thus, all 
transactions between suppliers and buyers can be classified 
as either hierarchical or market-based. 

Furthermore, data marketplaces are categorized based on 
their ownership (see figure1), which can be (a) private, i.e., 
owned by a single company (seller or buyer); (b) consortia-
based, i.e., owned by a small number of companies (seller or 

Figure 1: A taxonomy for data marketplaces from [9] 
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buyer); and (c) independent, i.e., the marketplace is run as a 
platform without any connection to sellers or buyers. 

The last dimension in the model of [9] differentiates 
between six business models. As shown in figure 1. at the 
hierarchy level are the privately-owned platforms. These 
types of business models typically facilitate the selling and 
buying of its owner, i.e., a company, and only allow one-to-
many and many-to-one relations. The consortia-based 
platforms are between; these models typically collaborate 
with various companies and facilitate their buying and 
selling methods. Many-to-many marketplaces are usually 
operated by independent parties and have minimal entry 
restrictions at the market level. 

According to [9], most of the currently existing data 
marketplaces, like knoema.com or mdm-portal.de, have a 
hierarchy private or hierarchy consortium-based business 
model, see figure 1. Consequently, a single company, 
organization, or a small consortium of companies and 
organizations have control over the data marketplace – that is 
what we define as an ownership data marketplace.  

As a result, the buyer and the seller have to trust the 
owner of the marketplace, which is a major problem, as it 
cannot be ensured that the data will not be misused. One 
example of this is the Facebook-Cambridge Analytica data 
scandal in early 2018, where they used personal data for 
political advertising without the consent of the users [10].  

To avoid this, in contrast to an ownership-controlled data 
marketplace, we propose our concept of a Community-driven 
data marketplace, i.e., a data marketplace ecosystem. A data 
marketplace ecosystem does not belong to a single authority 
and is instead owned and controlled by a community system, 
part of the marketplace. The community system itself is open 
such as new participants may join the different communities 
and thereby contribute to and supervise the data marketplace 
and its evolution. Therefore, the data marketplace ecosystem 
comes with an open business architecture platform that 
provides the technical foundation for transparency and trust 
by enabling peer-to-peer transactions for the whole data 
marketplace ecosystem. The community system has various 
responsibilities that help define, develop, and evolve the 
open business architecture platform. These responsibilities 
are the relationship between the community system and the 
open business architecture platform.  

The rest of the paper is structured as follows: Section II 
gives a brief overview of the state of the art of data 
marketplaces, software ecosystems, and technologies for 
transparent and trustable peer-to-peer business transactions. 
Section III presents our concept for a data marketplace 
ecosystem that is driven by a community. Section IV 
summarizes and gives insights into future work. 

II. STATE OF THE ART  

     This Section aims to present an overview of the current 

state of the art in data marketplaces on the one hand and 

software ecosystems on the other hand. Finally, blockchain 

technology and smart contracts are introduced since our 

blueprint is based on these technologies.  

A. Data marketplaces 

A data marketplace ecosystem is a specific concept for a 

data marketplace. Like any data marketplace, a data 

marketplace ecosystem is an electronic marketplace to trade 

data. An electronic marketplace is commonplace for 

interaction between sellers and buyers, where interactions 

determine the price and quantity of goods. Moreover, the 

marketplace provides infrastructure for trading. 

Marketplaces are concrete locations that facilitate the 

market. A marketplace is an infrastructure that enables the 

abstract concept of a market. A market serves three primary 

functions: First, it serves as an institution, i.e., it assigns 

roles such as buyers and sellers. Provides trading protocols 

and governs the behavior of the participants. And finally, a 

market defines the process of transactions [1]. Thus, an 

electronic marketplace, also known as e-commerce, is an 

infrastructure or concrete agency that allows participants to 

carry market transactions via an electronic medium. As in a 

data marketplace, transactions and other market processes 

such as buying and selling data are carried out through an 

electronic medium. In general, a data marketplace is a 

platform for trading data [11]: 

• It provides an infrastructure for trading.  

• It allows sellers to sell data. 

• It allows buyers to buy data in exchange for money. 

• It defines the trading protocols and the transaction 

process. 

Moreover, the existing data marketplaces can be 

classified into two categories [12]: 

 
1. Marketplaces are more motivated by the Internet of 

things devices, which allow subscribing data, such as 
data.iota.org or streamr.com. Here the Stakeholders 
deal with Real-Time Data (RTD), where the buyers need 
real-time data or a subscription to real-time data, e.g., 
traffic data for a navigation application. 

2. There are platforms and marketplaces like kaggle.com, 
knoema.com, redliondata.com, or dataandsons.com, and 
even more, where users can find Non-real Time Data 
(NRT) which we define as datasets. For example, this 
data can be used to train an Artificial intelligence model 
or make a forecast based on historical data.  

 
Real-time data will increasingly turn into a commodity in 

the coming years. Intending to provide real-time data, 
Streamr is an RTD marketplace. Anyone can publish events 
to data streams, subscribe to streams, and use the data in 
decentralized apps. Much of the data is free, but the terms of 
use are stored in Ethereum smart contracts [13].  

The IOTA Marketplace is a decentralized data 
marketplace that aims to make IoT data available to any 
compensating party. The main goal is to solve the following 
3 challenges [14]: 
1. Producing an initial, open-source Proof of Concept 
2. Exploring new IoT/M2M solutions and business models 

for the "Economy of Things" 
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3. Growing a co-creation ecosystem to foster 
permissionless innovation 

The Mobility Data Marketplace (MDM) enables different 
parties to offer mobility data, such as petrol prices or 
motorway construction sites [15]. Compared to Streamr, 
Datum and the IOTA Marketplace, MDM is not based on 
any cryptocurrency or blockchain technology behind and is a 
closed system. 

In recent years, many ideas have been proposed to give 
back the power to the consumers to decide whether they 
want to share their data. One such project is Datum; the 
Datum Client empowers users to take control of all their data 
and optionally share or sell their data through the Datum 
network [16].  

Another NRT Data Marketplace is Synapse AI, which 
comes up with the idea that users can sell their personal data 
to train AI Applications. It is built like many other solutions 
on blockchain technology [17], [18]. 

Current research focuses on NRT data marketplaces, 
designed decentral and usually based on blockchain 
technology. The main field of application is the exchange of 
IoT data, and the research objectives are generally ruled by 
reference architectures [19], [20], [21].  

Most of the actual NRTD Data marketplaces are quite 
closed systems, where the sellers especially have to trust the 
organization behind it because they have to upload their 
datasets there. In addition, as already mentioned, this trust 
has been tarnished, at least since the Facebook-Cambridge 
Analytica data scandal.  

The RTD marketplaces are mostly still a work in 
progress and used mainly for pushing some cryptocurrencies 
behind them, even though there is now no data marketplace 
known where a Buyer can find RTD and NRT in one 
marketplace. Another disadvantage of the work in progress 
RTD marketplaces is that they are designed for 
cryptocurrencies, and Users can only pay with these 
currencies. Still, most actual cryptocurrencies are volatile, 
which has a powerful impact on the market. Moreover, the 
introduced data marketplaces are private or consortium-
owned. The RTD marketplaces, based on blockchain 
technology, are also owned by the consortium behind their 
cryptocurrency. The blue area shows where most of the, I.e., 
ownership data marketplace exists, and the red site offers our 
approach towards a community-driven, I.e., a data 
marketplace ecosystem.  

B. Software Ecosystems 

An ecosystem in nature is the relation and the balance 
between organisms and their environment, and the 
environment directly influences the life and the development 
of the organisms [22]. This concept can easily be transferred 
to software systems that consist of several independent 
components, so-called software ecosystems.  

The interest in software ecosystems in research increased 
rapidly from 2010 until today, as shown in a literature Study 
by Konstantinos Manikos 2015, who has analyzed 231 
papers about software ecosystems. The research papers 
mainly focus on "architecture" (which means software 

architecture), and another focus was variability, integration, 
quality, and requirement engineering [23].  

 One of the main reasons for a software ecosystem is the 
large variety of configuration options, which give the user a 
high degree of freedom. Some examples for software 
ecosystems are the Linux kernel, Debian, Eclipse and 
Android [24]. 

Even though most ecosystems have the same goal of 
being as open as possible, they differ greatly in the 
organizational structure behind them. To tackle the question 
of how to provide an open and independent system on the 
one side, but also provide a fixed and secure framework as 
well as rules on the other side, there different kinds of 
organizational structures [23], [24]:  

• Monarchy: The ecosystem is orchestrated by one actor. 

• Federal: The ecosystem is orchestrated by a set of 
representative actors. 

• Collective: The ecosystem is orchestrated through 
processes involving all the actors, e.g. voting Anarchy: 
the ecosystem is characterized by the lack of a general 
orchestration and each actor acts on their own, based on 
local needs. 

Other research work speaks not only of the software 
ecosystems but also of IT ecosystems in which machines, 
IoT devices and humans are considered more part of the 
overall system. So, IT ecosystems are complex adaptive 
Systems of Autonomous Systems [25]. I(o)T ecosystems 
extend software ecosystems' challenges with hardware 
interoperability and more robust semantical gaps [26].  
The term Software ecosystem was first described by David 
G. Messerschmitt and Clemens Szyperski in the book of the  
same name and defines software ecosystems as a set of 
businesses functioning as a unit and interacting with a shared 
market for software and services, together with relationships 
among them [27]. In this, the challenge is to bring 
ecosystems together with business models.   

Figure 2: Overview of a data marketplace ecosystem 

 
The actual research and the challenges in the software 

ecosystem are like our problem. Moreover, delegating 
control to a community follows the same approach as our 
concept. Therefore, we introduce a data marketplace 
ecosystem, as shown in figure 2. based on the already done 
and ongoing research in the field of the software ecosystem. 
The data marketplace ecosystem has a community system 
and an open business architecture platform. The 
responsibility of the community system with regards to the 
open business architecture platform is the relationship 
between them.  
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C. Technologies for transparent and trustable peer-to-peer 

business transactions 

1) Blockchain: In recent years, a new technology called 

blockchain evolved, which has the potential to provide a 

trustworthy, secure platform for peer-to-peer transactions. 

Blockchain enables distributed, transparent way of 

communication. On an abstract level, a blockchain is a 

distributed ledger that allows users to send data and verify it 

without a central entity [28]. Blockchain, at its core, is a 

distributed and decentralized open ledger that is 

cryptographically managed and updated by various 

consensus protocols and agreements among its peers [29]. 

2) Smart Contracts: Researcher Nick Szabo was the mid-

1990s, first conceived the concept of smart contracts. Nick 

Szabo describes smart contracts as a set of promises 

specified in a digital form, including protocols within which 

parties will perform what promises. Thus, the essential 

components of a smart contract are [30]:  

• A set of rules or promises  

• It is in a digital form  

• The Protocols for communication and performance are 

defined  

• Performance of actions is triggered automatically.  

Blockchain provides a platform to run smart contracts. 

Thus, enabling automatic execution of contracts on behalf of 

the users. But it is important to note that smart contracts and 

blockchain are different ideas. A blockchain can exist 

without smart contracts, too e.g. bitcoin is a blockchain 

application that exits without smart contracts. However, 

smart contracts and blockchain enable many new 

possibilities, which were not achieved until now. 

Blockchain provides two out of the four important 

components for smart contracts i.e. a protocol for 

communication and performance of actions between various 

parties and a digital form. Further, the first concept of smart 

contracts related to blockchain technology is exposed on the 

blockchain, which is quite a problem regarding privacy. But 

now, there are also ways for smart private contracts, as an 

example, hawk a decentralized smart contract system that 

does not store financial transactions in the clear on the 

blockchain [31].  

III. DATA MARKETPLACE ECOSYSTEM 

      In this Section, we present our overall concept of the 

data marketplace ecosystem, see figure 3. The main 

components of the ecosystem are on the community system, 

the open business architecture platform, and the relation 

between them which builds together the data marketplace 

ecosystem.  

 A data marketplace ecosystem is a decentralized, 

open and large software system owned, controlled, and used 

by a community system. It consists of the following 

components: 

 

1. A community system is a group of people who share a 

common interest but still form a heterogeneous system. 

The community system can be subdivided into different 

homogeneous subgroups. 

2.  The open business architecture platform is the 

platform i.e., the data marketplace itself, which the 

community systems develop, operate, and use. IT 

describes the technical realization of a whole system for 

a data marketplace ecosystem. A blueprint for this will 

be presented in Section 3.3, but first, we introduce the 

community system.  

3. The responsibility of the community system for the 

open business architecture platform is the relation 

between the community system and the open business 

architecture platform.  

Along with having an open architecture and community-

driven, the data marketplace ecosystem is also open for 

integration. It provides not just the buyers and sellers a 

platform to exchange data but also an open architecture for 

developers to integrate various services according to user 

requirements. Because of these various services, the 

marketplace users are not restricted to using just one 

predefined service but can rather use a variety of options. 

E.g., to sell the data is not to be converted in a format that 

the platform supports. Still, the developers can offer various 

services for selling and storing data in many different 

formats and types. The same applies to payment, and the 

developers have the opportunity to integrate various 

payment options and offer them as services. 

 
Figure 3: Overview of a data marketplace ecosystem 

A. Community system 

To avoid an ownership data marketplace, controlled by a 
single authority or small consortium, our concept of a data 
marketplace ecosystem is Community-driven. In order to 
achieve this objective, it is also necessary to ensure that the 
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organizational structure behind the ecosystem is not 
monarchial. For this, we propose a community system.  

As mentioned earlier, the community system consists of 
various communities performing different tasks and having 
various responsibilities. All these communities together build 
the data marketplace ecosystem. We define the community 
system of a data marketplace ecosystem into the following 
four communities:  
1. Provider community: A not anarchical ecosystem 

requires some authority of control. As it is a goal of this 
system is to be as open as possible. We propose the 
provider community, which gives them control of the 
system to the users and benefits many other services or 
developers who want to integrate the services in the data 
marketplace. However, not everything can be combined. 
The services various services one hand, do not restrict 
the buyers and sellers, but not every service cannot be 
integrated because it might imbalance the ecosystem or 
introduce a threat to the ecosystem. Thus, the data 
marketplace needs some rules and standards. The 
provider community defines rules for the data 
marketplace ecosystem, e.g., a service to be offered on 
the marketplace should meet some standards. The 
provider community defines these standards and 
validates if the services meet them whenever it wants to 
be integrated into the platform. 

2. Developer community: The developers create different 
services that can be integrated into the data marketplace 
to fulfill user requirements. Their task is to build new 
services that are in line with the data marketplace 
ecosystem.  

3. User community: The users of the data marketplace use 
the platform for buying and selling data. They also 
define new requirements for the marketplace. 

4. Operator community: The operator community operates 
the data marketplace ecosystem. The operating 
Community provides the computation for the data 
marketplace to function. This is motivated to avoid 
single ownerships, even if they just provide the technical 
infrastructure (e.g., a server).  

 

B. Open business architecture platform 

Besides the community system, the second part of the 
data marketplace ecosystem is the open business architecture 
platform, which is the core concept for technical realization. 
An architectural blueprint for this is shown in figure 4. The 
individual aspects are explained more in detail below.  

The central concept of this blueprint is to provide a 
completely decentralized data marketplace ecosystem, which 
is open and flexible as far as possible. Still, it provides 
nonfunctional requirements like safety, security, privacy, and 
dependability. In order to avoid single ownership to give 
control of the marketplace to the users, the system 
architecture is decentralized using blockchain technology at 
its core. This means not even one single service runs on a 

central server. Everything is provided by the distributed 
nodes and running inside them (as shown in the background 
of figure 4). The operator community provides the 
computing power and the verification from these nodes.  

These concepts ensure that the whole system is entirely 
distributed and decentralized. Every open system needs 
ways to communicate with the outside and interact with its 
users. For this, the communication from the open business 
architecture platform to the outside is provided via 
interfaces, and we propose different interfaces.. 

The data interface enables the possibility to connect 
external data sources to the marketplace. It is motivated by 
two facts. First, many companies already have their own data 
storage system or use one from a provider they trust, and 
second, it increases the degree of openness. For example, this 
can be a simple database hosted on any random server, a 
cloud provider, IPFS, etc., for NRTD, and services to 
exchange RTD from IoT Devices or different kinds of data 
sources. Furthermore, an interface to other already existing 
marketplaces is not excluded. In addition, services can be 
located here. For example, check the quality of a data set or 
convert it to another format. 

The money interface is based on the same idea and aims 
to integrate as many payment options as possible. These 
could be traditional payment services, like interfaces to 
different bank systems and online payment systems like 
PayPal, Alipay, or cryptocurrencies.  

Both interfaces are divided into two kinds of different 
ports for the services. One-half of the services can access 
external services, and the other half not what increases the 
security of the overall system.  

The core foundation interface contains services only 
executed within the nodes in Smart contracts. They are 
strictly not allowed to communicate with external services, 
which increases security and privacy. The developer 
community inside can also develop smart contracts. The 
basic smart contracts provide at least a minimum of 
functions that are required for a platform to build a useable 
system. The developer community can develop advanced 
smart contracts and become part of the ecosystem after 
approval by the provider community.  

The mentioned services and smart contracts are divided 
into two different types: The essential services (shown in red 
in figure 4)-developed by the developer community- provide 
the minimum of functions and build the backbone of the 
platform and the advanced services (shown purple in figure 
4). The idea behind this essential service is that the 
marketplace always has some basic minimum services which 
are required for it to always at least function. The advanced 
services in addition-developed by the developer community 
must meet the ecosystem standards and must be accepted by 
the provider community. This ensures the flexibility and 
expandability of the platform. The aim of the detour via the 
provider community is to avoid jeopardizing the overall 
system's stability and security and avoid illegal activities. 

42Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-951-5

ADAPTIVE 2022 : The Fourteenth International Conference on Adaptive and Self-Adaptive Systems and Applications

                            49 / 62



The actual users/the user community (buyers and sellers) 
of the marketplace access the marketplace via the buyer and 
seller interface, which is not a technical interface, but a user 
interface to get an overview of the offers, buy, or sell data. It 
supports the users in something of sale via the platform and 
configures the services according to their requirements.  

C. Relation between the community system and the open 

business architecture platform. 

As outlined above, the community system and the open 
business architecture platform build the whole data 
marketplace ecosystem.   

This interaction and the different community system 
roles are essential building blocks for the platform 
architecture design. In fact, the developer community, for 
example, can implement new services, and the provider 
community checks them if they meet the ecosystem 
standards. Thus, they have different access levels to the open 
business architecture platform. 

Figure 5 shows an overview of the relation between the 
community system and the open business architecture 
platform. As mentioned in Section 3.1 the community 
system has various roles and responsibilities. The user 
community uses the platform and creates new requirements. 
The developer community gets these requirements, and they 
develop new services based on these requirements. The 
services are then sent to the provider community, who can 
check whether these services meet the ecosystem standards. 
The provider community adds the services in the open 
business architecture platform if the services fulfill these 
standards. Figure 6 shows how a new service is added to the 
open business architecture platform and the roles the 
community system plays in adding them.  

 The provider community introduced as the overall 
control instance (comparable with the judiciary in a 

constitutional state) has the highest access permissions. They 
are also the only Community that can change the basic 
services, new services, and smart contracts  

The developer's Community is comparable with the 
government in a constitutional state. They need permissions 
to build services that must interact with the interfaces and 
communicate with external or internal services. But to ensure 
the overall system's security, they do not have access to the 
platform core.  

The user community (comparable with the nation in a 
constitutional state) cannot directly interact with the platform 
core and cannot implement or change services inside. They 
only use the application layer to interact with the open 
business architecture platform.  

Figure 4: Blueprint for a data marketplace ecosystem 

 

Figure 5: Overview about the relation between the community 

system and the open business architecture plattform 
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For all the introduced roles, the different community 
members need access permissions, which means that they 
must register, and a user administration service is required in 
the core foundation interface implementation. The only 
exception here is the operating Community. They do not 
have to register since they will not interact with the platform 
but only provide the computing power. Since it is an open 
system, anyone can simply participate.  

IV. SUMMARY AND CONCLUSION 

This non-trivial concept for an ecosystem data 
marketplace is based on the following basic principles in 
summary: 

1. There is no central entity which controls the 
marketplace. Instead, it is governed by the 
community system, and the whole ecosystem is 
Community-driven.  

2. The complete system is decentralized and 
distributed, based on underlying blockchain 
technology. The main reason for this is to avoid, that 
the services, or data inside the marketplaces are 
owned or hosted by a single entity. Nevertheless, 
other technologies can also provide these functions 
besides blockchain.  

3. The architecture is designed to be as open as 
possible but ensures security and privacy. New 
services can be added via the developer community 
and will be controlled by the provider community. 

4. The main goal of the different communities inside 
the community system is to avoid anarchy on the one 
side and monarchy on the other side. The 
subcommunities have the task of controlling and 
balancing each other.  

This paper presented a blueprint for a data marketplace 
ecosystem based on underlying blockchain technology. The 
paper aimed to present a concept for a data marketplace that 
does not belong to a single authority. 

Our concept is Community driven and proposes on the 
one side an initial concept for the community structure and, 
on the other side, an architecture that is aligned to this 
Community. In order to keep the marketplace as open and 
flexible as possible but to guarantee a solid security standard, 
clear interfaces are defined.  

Nevertheless, this project is still a work in progress and 
will be continuously expanded in the near future. Our future 
work will include proposals about how our proposed 
ecosystem can be implemented and its challenges. There are 
already some open challenges that we identified in our 
earlier work. These are, for example, the final concrete 
organization form between the communities in the 
community system, the selection of the basic services, and a 
lot of open questions about how to increase the stability and 
the security of the whole system. Further, we identified in 
our previous work some main challenges related to data 
marketplaces, which we still want to provide solutions for in 
the data marketplace ecosystem. Some of these challenges 
are, e.g., how to check and guarantee data quality or 
automatically generate metadata for the product offer [32]. 
Especially for dealing with data quality, we proposed a core 

concept where buyers can define requirements and an 
intelligent contract, which holds this requirement and the 
dataset and verifies the compliance.  
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Abstract—Many Autonomous Systems (ASs) have been widely
applied in safety-critical applications like driverless taxis and
financial credit assessment. Due to the integration of machine
learning techniques for functions like environmental perception,
ASs are nowadays a hybrid construction combined with classical
engineered and Artificial Intelligence (AI-) based subsystems.
Such a construction of the hybrid AI-based AS makes it impos-
sible for engineers to guarantee the dependability requirements
during development, since the system cannot be completely tested
and formally verified. Addressing these dependability issues of the
hybrid AI-based AS, this paper provides a transparent overview
of our Dependability Cage approach on different levels of
abstraction. In particular onboard continuous monitoring is com-
bined with remote technical supervision for human intervention
in our approach for Runtime System Observation and Resilience
System Stabilization, forming a Connected Dependability Cage.
The Qualitative Monitor for observing the system’s functional
correctness at runtime is chosen as an implementation example
and is evaluated in the concrete use case of the research project
”VanAssist” which focuses on using AVs for package delivery in
urban areas.

Keywords—Dependable Autonomous System; Connected De-
pendability Cage; Runtime System Observation; Resilience System
Stabilization; Qualitative Monitoring

I. INTRODUCTION

Autonomous Systems (ASs) have recently achieved success
in many application domains, including automated vehicles
(AVs), smart home systems, and autonomous financial agents.
They are getting increasingly useful and beneficial for us. As
a side effect, we as the users rely on the services of such
systems increasingly, even in safety-critical applications such
as driverless taxis and financial credit assessment [1] [2].

Many recent improvements in the performance of AS are
made by using machine learning techniques [3]. Such a
system design makes AS nowadays become hybrid Artificial
Intelligence (AI-) based systems, consisting of classical engi-
neered subsystems and machine-learned subsystems based on
Artificial Intelligence (AI) techniques. Automated vehicles as
an example, the AV’s perception is mainly realized based on
AI and the feedback control is designed as classical engineered
subsystem. Both system parts are integrated on an AV to
perform the expected safety-critical tasks.

A. Motivation

Considering the engineering perspective, there are various
differences between the classical and the AI-based systems

[4]. The classical engineering process for safety critical ap-
plications starts with a (semi-)formal requirements specifica-
tion that must be complete and correct. While this idealized
process is rarely realized to its full extend, the requirements
specification is later used as main input for the system’s testing
and verification. For the development of an AI-based system, a
huge data collection is used instead of the requirements specifi-
cation. Different from the completeness and correctness of the
requirements specification, the data collection is incomplete
and may even contain a small percentage of incorrect data
samples.

Nevertheless, these AI-based systems are widely applied for
the fulfillment of safety-critical tasks. Product liability regu-
lations impose high standards on manufacturers regarding the
safe operation of such systems [5]. Against such a background,
established engineering methods are no longer adequate to
guarantee the dependability requirements (safety, security and
privacy) in a cost-efficient way due to significant limitations.
For instance, they are not able to handle the specific aspects of
AI-based systems, as discussed in [1]. Thus, engineers cannot
completely test and verify AS during development to fully
guarantee the dependability requirements.

In the development of AI-based systems like the AV’s
perception, engineers use labeled training data and machine
learning techniques to train an interpretation function. For
illustration, a simplified perception task that classifies the
traffic signs to the corresponding semantic classes is shown
in Figure 1. For this purpose, a machine learned interpretation
function needs to be trained using the training data to map
a finite set of input data (e.g., traffic sign images) to the
correct output information (e.g., traffic sign classes). Machine
learning abstracts from the given training data examples and
produces the machine learned function that is able to process
an infinite number of different images. Thus, the resulting
machine learned interpretation function can map any kind
of image taken by the camera in a real environment to
one of the known traffic sign classes. Considering the AS’s
operation from a safety perspective, an essential question
is whether the produced output information of the machine
learned interpretation function ifml(x), processing the current
input data x, is sufficiently reliable to be safe.

Different from the AI-based systems, classical engineered
systems are developed by using a (semi-)formal requirements
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Figure 1. Check of Dependability Requirements for AI-based Systems. [6]

specification to describe the systems’ behaviors, as introduced
before. In this case, the behaviors must conform to the speci-
fication and thus it can be verified if the system meets the re-
quirements. Such engineered behaviors are desirable for most
types of systems like information and cyber-physical systems.
However, the classical engineering approach is not applicable
for AI-based ASs due to the use of a huge data collection
instead of the (semi-)formal requirements specification. Even
if a requirements specification is available, AI-based systems
are not only expected to adhere to their specification but
also solve problems more effectively by acquiring new skills
with their online learning capabilities. For this purpose, ASs
need to learn from the experienced situations and accordingly
adapt themselves. In addition, such an adaptation and learning
capability is especially essential for ASs designed for highly
complex tasks, since the problem domains of the automated
driving cannot be fully specified during development due to
their incredible high complexities. An analog example in our
real life to get a rough estimation of the high complexities is
that a human driver needs many years of driving experience
to be able to assess potentially dangerous traffic situations.

In contrast to traditional systems, adaptive and learning
systems also entail risks and challenges. While the classical
system behavior is predictable and comprehensible, the be-
havior of adaptive and learning systems can possibly deviate
from the behavior specified during the system development.

For example, the Twitter bot TayAndYou was launched by
Microsoft in 2016 as an experiment to communicate with
people [7]. It was supposed to learn from the conversations
with Twitter users and adapt itself accordingly. But the bot
only learned to curse and scold other people. Such behavior
were neither planned nor expected by the system designers.

Based on the fundamental concepts of adaptive and learning
systems, it has to be accepted that, we cannot completely
specify and predict the behavior of such kind of systems.
Due to incompleteness of the specification and uncertainty
of the operational environment, as discussed above, it is not
possible to test, verify or validate these systems exhaustively
during development. Thus, we need to identify new ways to
monitor adaptive and learning systems, and develop standard
procedures to verify their behaviors’ correctness. To sum
up, the core challenge is: How can we guarantee safe and
secure behavior for all parts of an AI-based AS (e.g., complex
functions, machine learned functions, sensors and actuators,
and the whole system), if the system operates in an unknown
environment and do behavioral changes due to online learning
have an impact on dependability requirements during opera-
tion?

B. Previous and Related Work

In order to tackle the challenges of engineering dependable
hybrid AI-based ASs the Dependability Cage concept was
proposed [8] [9] [10] [11] [12]. Dependability Cages are
derived by engineers from existing development artifacts. The
derived Dependability Cages are then used both during the
ASs development and operation to check the fulfillment of
dependability requirements. This approach aims to give the
users a transparent view of the confidence level.

The Quantitative Monitor as an essential part in the De-
pendability Cage concept was proposed in [6]. As illustrated
in Figure 1, the Quantitative Monitor intuitively indicates
whether the AS is currently processing actual real input data
x, which are from a reliability perspective similar enough
(semantic similar(x, y) ≥ thresholdsemantic similarity) to
the (ground truth) training input data (y) used for machine
learning techniques, so that the produced actual output infor-
mation of the machine learned interpretation function ifml(x)
can be assumed to be correct and safe. If this is not the case,
the AI-based AS is possibly in an unsafe state.

In this case, providing a measure for the semantic similarity
of input data that serves as an argument for the output
information reliability is a challenge. Novelty detection to
automatically identify new relevant test data differing from
the available training data becomes an interesting approach
to realize such a semantic similarity measure. One promising
novelty detection approach using AI technique called autoen-
coder have been proposed [13].

The basic principle of autoencoder-based novelty detection
was introduced by Japkowicz et al. [14]. In their approach,
the autoencoder is trained to minimize the error between an
input image and a reconstructed input image. Firstly, known
images were used to train the autoencoder. After training,
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the autoencoder was fed with new images. If the difference
between original and reconstructed image was higher than a
given threshold value, the new image was classified as novel
[15] [16].

However, a big structural difference in input data does not
necessarily correlate with a different output information class.
For instance, as illustrated in Figure 2, completely different
traffic situations (output information class) frequently have
similar images (input data). While the AV is free to pass the
zebra crossing in Figure 2a, in Figure 2b it instead has to stop
and let the pedestrians pass the crossing.

(a) AV can pass (b) AV has to wait

Figure 2. Similar camera images of pedestrians represent very different
traffic situations [6] [17].

In the previous sections, different challenges with respect
to the engineering of hybrid AI-based ASs were identified. A
high level concept for these challenges, which we also applied
to our Dependability Cage was set up in [8]: The identified
challenges pointed out two types of risks that have to be con-
sidered through all development phases of the AS: (1) external
risks due to the uncertainties in the system’s real operation
environment, and (2) internal risks caused by the system’s
changing behavior. In the aforementioned Dependability Cage
concept, two categories of Dependability Cages were defined
to safeguard against these risks: (a) Dependability Cages
developed for the system and (b) Dependability Cages for
the system’s environment. In order to use these Dependability
Cages, a distinction is made between several types of behaviors
of the system and its environment both at development time
and at operation time.

At development time a given AS and its environment are
further differentiated into its engineered behavior and its tested
behavior (cf. Figure 3 left).

Similarly to the development time, at operation time a
differentiation is made between the real behavior and the
observed behavior of a given AS and its environment (cf.
Figure 3 right). The real behavior means the behavior at
operation time which may differ from the engineered behavior.
It contains an uncountable number of situations caused by
different influencing factors. For an AS, the real behavior is
based on the system adaptation to the constantly changing op-
erational environment. For the system’s environment, the real
behavior is determined by the environmental uncertainty due
to unforeseeable situations that may occur during operation.
The observed behavior is a subset of the real behavior and

Figure 3. Dependability Cages: Overall approach. [8]

represents the behavior monitored at operation time through
the Dependability Cages.

Once the tests at development time are completed, the tested
behavior is transferred into operation time via a platform
envisioned for this purpose (cf. Figure 3 bottom). In turn,
the observed behavior is channeled back to development time
to augment the development artifacts and contribute the AS’s
evolution, and consequently, the improvement of the system’s
dependability through further training of the Dependability
Cages (cf. Figure 3 top). Thus, the Dependability Cage ap-
proach consists of four major parts:

• Dependability Cages Engineering and Training in System
Development

• Runtime System Observation and Resilience System Sta-
bilization

• Monitored Data Analysis and Goal-Oriented System Evo-
lution for Dependability Improvement

• Platform Architecture for Seamless Development and
Operation of System, Monitor and Environment

Due to the scope of this paper, we will discuss only the
part of Runtime System Observation and Resilience System
Stabilization.

C. Section Overview

This paper is organized as follows: In the following sections
we will describe our connected dependability cage concept
on different levels of abstraction. Section II defines the high
level components of our Dependability Cage which we use
for Runtime System Observation and Resilience System Stabi-
lization and especially also introduces the remote operator for
the Connected Dependabilty Cage concept. Following up on
that, Section III introduces a more concrete architecture with
lower level components for the VanAssist Project. And finally
in Section IV we demonstrate our Connected Dependabilty
Cage concept on the use case of the VanAssist project and
concretize the realised implementation.
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II. THE CORE: RUNTIME SYSTEM OBSERVATION AND
RESILIENCE SYSTEM STABILIZATION

As introduced before, one of the major parts in the De-
pendability Cage concept is the Runtime System Observation
and Resilience System Stabilization. The core element of
this part is an onboard continuous monitoring framework,
as shown in Figure 4. For reasons of simplicity, we depict
the architecture for automated driving systems by following
the input-processing-output pattern along a well-known high-
level reference architecture established previously [18] [19]
[20]. This reference architecture consists of three parts: (1)
environment- and self-perception, (2) situation comprehension
and action decision, and (3) trajectories planning and vehicle
control.

Figure 4. Runtime System Observation and Resilience System Stabilization
in the Connected Dependability Cage approach based on [6].

The monitoring framework focuses on two issues: (a) does
the system show correct behavior in terms of dependability
requirements (Qualitative Monitor) and (b) does the system
operate in a situation and environment that has been trained
or tested during development (Quantitative Monitor)?

Both monitors require consistent and abstract data access
to the system under consideration, with the help of the input
and output abstraction components. They depict the interface
between the AS and the two monitors. Both, the input and
output abstraction components use defined interfaces to access
the AS’s data and transform it into abstract representations.
Abstract representation types and values are derived from the
requirements specification and dependability criteria of the AS.

The Qualitative Monitor evaluates the correctness and safety
of the system’s behavior under the assumption that (a) the
system operates in a situation and environment that conforms
to the requirements specification, and (b) the system consists
of an abstract behavior function and a conformity oracle.
The abstract behavior function calculates a set of correct
and safe actions in real-time for the system in the current
abstract situation. The conformity oracle compares the output
abstraction with the set of correct and safe abstract actions

from the abstract behavior function. For applications of the
Qualitative Monitor, we refer to the work of Grieser et al.
[21] and Mauritz et al. [9] [11].

The Quantitative Monitor observes the encountered abstract
situations. For each situation, the monitor evaluates in real time
if the encountered abstract situation is already known from
development. A knowledge base provides information about
tested situations on an abstract level. A canonical representa-
tion of abstract situations is used in this study. These canonical
abstract situations are considered to be unique situations. For
further details about the Quantitative Monitor, we refer to the
work of Rausch et al. [6].

If one of both monitors either identifies an incorrect and
unsafe system behavior or a novel situation (outliers), safety
measures must be initialized to guarantee dependability re-
quirements. For this purpose, a Fail-Operational Reaction
component is designed in the monitoring framework to im-
mediately transfer the failed system into a safe state with
acceptance of appropriate risks, e.g., following the approach
of a graceful degradation like in [22].

In addition to the initialized safety measure, the system
data are automatically logged, which will be used as artifacts
during the system’s further development, aiming to analyze
and eliminate previously unknown faulty system behaviors and
thus increase the system’s testing scope. Relying on such a
process flow of runtime system observation and a continuous
iterative development process, a so-called resilience system
stabilization is realized.

In the reality, it is utopian that the onbaord continuous
monitoring framework based on the technical system can
handle all critical cases of the automated driving system.
Thus, a redundant monitoring element, a so-called Remote
Technical Supervision and Human Intervention is proposed in
the Dependability Cage concept from the safety perspective.
The Remote Technical Supervision and Human Intervention
plays the role of a complementary consultant of the onboard
continuous monitoring framework, so that a remote human
supervisor can lively access current situations of the AVs
during their operations. In the case that the current problem
cannot be solved locally by the fail-operation activity of the
onboard monitoring framework, a human intervention of the
remote supervisor can be performed, e.g., by manually choos-
ing an appropriate fail-operational reaction. Such a monitoring
and supervision concept with redundancy massively increases
the AV’s safety. Moreover, the Remote Technical Supervision
and Human Intervention also enables to remove the required
onboard safety driver from the AVs, following the draft bill for
the german traffic rule law [23]. Thus, the Remote Technical
Supervision and Human Intervention work together with the
onboard continuous monitoring framework and constitute an
cooperative solution of a so-called Connected Dependability
Cage concept. Since the Remote Technical Supervision and
Human Intervention is not located on the AV, interfaces to
a communication infrastructure are designed, so that we will
now speak about a Connected Dependability Cage.
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III. INSTANTIATION OF THE CONNECTED DEPENDABILITY
CAGE FOR REAL WORLD APPLICATIONS OF AUTOMATED

VEHICLES

The Connected Dependability Cage approach as a gener-
alized concept addresses the safety domains of different au-
tomated mobility solutions. In reality, different domains have
their constraints and boundary requirements like hardware se-
tups, regulations, and physical performance limits. To evaluate
the approach’s feasibility, we applied the concept of Runtime
System Observation and Resilience System Stabilization in the
overall approach by instantiating a more concrete architecture.
The instantiated architecture is designed considering the use
case of the research project VanAssist [24].

A. Use-Case Definition

The project VanAssist aims to develop an integrated ve-
hicle and system technology that enables largely emission-
free and automated delivery of goods in urban centers. This
project focuses on how automated transporters for delivery
of goods can helps to optimise the daily jobs of postmen
by creating optimized routes which are not possible in the
classical manner. For further information about the project
VanAssist, we want to refer to [24] and the VanAssist website
[25]. Since misbehavior of the automated transporter can lead
to hazardous situations, such a system is considered a safety
critical system. In such a safety critical system, an overall
safety architecture is required to guarantee that a so-called
minimal risk condition is reached in case a hazardous situation
happens [26]. However, in such states the monitored system
tends to not be able to continue its mission and might cause
traffic jams for instance. To avoid such undesired behavior
in the project, the previously mentioned Remote Technical
Supervision and Human Intervention is required, which is
implemented as a Remote Command Control Center to acquire
and supervise the AV’s context information and realize the
human intervention if necessary. Thus the Remote Operator
shall always get enough information about the AV’s context,
which is mainly provided by cameras. Within the use case, we
addressed the following safety requirements:

1) The AV shall never drive against or over obstacles
2) Camera data of the AV shall never be invalid
In the project, a goods delivery transporter – the Platform

for Future Urban Mobility and Transport (PLUTO) – with
an automated driving system was developed as an evaluation
platform by the Automotive Research Centre Niedersachsen in
Germany [27]. The PLUTO serves as an evaluation platform
in the project VanAssist and is configured as an automated
goods delivery transporter. For environmental perception four
fish-eye cameras and eight high-performance LiDARs are used
to create a surround view with 360° degrees.

B. Instance Architecture of Dependability Cage in the Use
Case

Since the aforementioned safety requirements address the
functional correctness of the automated system, the Quantita-
tive Monitor concept (cf. Section II) with another safety goal

was not applied in the project. Instead, the Qualitative Monitor
and the Fail-Operational Reaction in the onboard runtime mon-
itoring framework and the remote technical supervision were
derived as the main aspects of the instantiated architecture.

The instantiation of the Connected Dependability Cage is
driven by the use case defined above and thus addresses
automated vehicles using LiDARs and cameras to perceive
local environmental information and is based on the work of
Raulf et al. [28]. The instance of the Connected Dependability
Cage is depicted in Figure 5.

The instantiated system architecture consists of three sub-
systems: (a) A Reconfigurable Modular Automated Driving
System that performs the driving task and provides recon-
figuration interfaces, (b) a Dependability Cage that executes
the onboard Qualitative Monitoring and the Fail-Operational
Reaction at runtime, and (c) a Remote Command Control
Center with HMI for the offboard supervision and human
intervention by a remote Teleoperator. In addition, the Remote
Command Control Center also provides interfaces to external
entities to constitute a more complicated networked architec-
ture consisting of multiple Connected Dependability Cages.

As illustrated in Figure 5, the automated driving system is
the target system under runtime observation by the Connected
Dependability Cage and Remote Command Control Center,
which can be seen as a cooperative human-machine monitoring
system for the safeguard of the automated driving system.
Once the automated driving system detects a hazardous sit-
uation, the monitoring system would trigger an appropriate
reaction and perform a reconfiguration via the interface pro-
vided by the driving system. Depending on concrete cases of
the detected hazardous situations, the responsibilities between
the Dependability Cage for onboard runtime monitoring and
the Remote Command Control Center would be dynamically
changed. Both can also be understood as redundant monitor-
ing systems (respectively onboard and offboard) that aim to
minimize the safety risk as far as possible.

In the following, we will focus on the internals of the
instance architecture from Figure 5. Due to the scope of this
work, we will only focus on the internals of (b). Within (b)
the Qualitative Monitor consists of three components: ”Safe
Zone”, ”LiDAR Detector” and ”Camera Validator”. Whereas
the Fail-Operational Reaction consists of one component: the
”Mode Control”.

The component ”Safe Zone” is designed to determine areas,
in which obstacles shall not occur based on the physical
characteristics like the dynamic driving behavior and stopping
distance based on the steering angle and current speed of the
monitored system. Thus the Safe Zone remarks hazard areas in
which obstacles shall not occur when performing the dynamic
driving task. This component is an generalisation of the work
of Grieser et al. [21] to determine a monitoring area and can
consist of subzones which can correlate with driving modes.

The component ”LiDAR Detector” focuses on the fulfill-
ment of safety requirements relevant to the LiDAR-sensor. It
checks if obstacles are in the Safe Zone or in specific subzones
based on LiDAR point cloud(s). If an obstacle is identified,
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Figure 5. Instance of the Connected Dependability Cage based on [28] for automated vehicles using LiDARs and Cameras to perceive local environmental
information.

a trigger is caused, which is consumed by components of the
Fail-Operational Reaction. To safeguard the automated driving
system and the Remote Operator from unusable camera data,
the ”Camera Validator” checks if camera data is valid and
causes triggers for a Fail-Operational Reaction in the case of
invalid data.

The ”Mode Control” was derived as a component of the
Fail-Operational Reaction and is responsible for determining
an appropriate driving mode based on the current situation.
The driving mode can be either a nominal, a degradated or a
safe mode and directly correlates with instances responsible
for overall system safety. The selection is based on triggers
caused by the Qualitative Monitor and other necessary infor-
mation correlating with driving modes.

IV. DETAILED CONCEPTS IN THE INSTANCE
ARCHITECTURE

In the previous section, we introduced a safety architecture
called Connected Dependability Cage for automated vehicles
which uses LiDAR and camera sensors for the environmental
perception. One main part, the Qualitative Monitor, con-
tinuously monitors the selected Automated Driving System.
In this section, we will focus on the Qualitative Monitor
implementation and will explain the motivation and concepts
of the components within this safety architecture(see Figure
5). Additionally, we will provide a proof of concept in the
scope of the two safety requirements presented in the previous
section using PLUTO [27] as a demonstration platform. In the
following, we will call the PLUTO AV.

To fulfill the safety requirements, the Qualitative Monitor
shall (a) detect hazardous situations in the AV’s surroundings
and (b) detect invalid camera data produced by the AV’s
cameras. Once a violation is detected a fail operational reaction
is triggered. Following the safety architecture of the Connected
Dependability Cage in Figure 5, the implementation of the

Qualitative Monitor Mquali can be represented in a functional
description as follows:

Mquali(v, αsteering, Pli, Icam) = f(Zsafe, Dli, Vcam) (1)
Dli(Zsafe, Pli) = f(zstate) (2)

Vcam(Icam) = f(cstate) (3)
Zsafe(v, αsteering) = f(Zclear, Zfocus) (4)

v current AV speed
αsteering steering angle of the outer front wheel

Pli LiDAR point cloud
Icamera camera image
zstate Zone state (free/blocked)
cstate Camera state (valid/invalid)
Zclear Clear Zone (inner zone)
Zfocus Focus Zone (outer zone)

Taking the safety requirements, the AV’s hardware setup and
physical attributes into account, we took the work of Grieser
et al. [21] as a starting point and extended it, resulting in the
development of a ”Safe Zone” component Zsafe, a ”LiDAR
Detector” Dli, a ”Camera Validator” Vcamera and a ”Mode
Control” component.

A. Safe Zone
The purpose of the ”Safe Zone” Component is to calculate a

hazard zone around the AV, as shown in Figure 6 and Figure
7. In addition to the main hazard zone, we also defined an
outer hazard zone, which has larger offsets to all sides. This
was used to demonstrate the concept of graceful degradation
like in [22]. To differentiate between these two zones, we
introduced the terms Clear Zone, for the main hazard zone
and Focus Zone, for the outer hazard zone. The most important
information required to calculate these hazard zones are the
vehicle’s trajectory, its direction of driving and the stopping
distance.
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Since the approach for calculating the stopping distance is
the same as in the previous work of Grieser et al. [21], we
only briefly recapitulate this part in the first subsection. In the
later subsections the generalized zone shape and the derivation
of the corresponding parameters are described in more detail.

Stopping Distance

The calculation of the stopping distance of the AV is based
on Ackermann steering geometry. For the basic calculation
of the stopping distance, we are just listing the formulas 5
through 11 and for a more detailed description of this part of
the approach, we refer to Grieser et al. [21].

Stopping distance sstop (and intermediate results) for
straight driving:

sstop = sreaction + sbrake (5)
sreaction = v · treaction (6)

sbrake =
v2

2 · abrake
(7)

sreaction distance travelled during the AV’s reaction time
sbrake distance travelled during the AV’s braking time
treaction estimated worst case reaction time of the AV

v current speed of the AV
abrake braking deceleration of the AV

Stopping angle αstop (and intermediate results) for curved
driving:

αstop = sstop/rmean (8)
rmean = (ro + ri)/2 (9)

ro = daxle/sin(αsteering) (10)

ri =
√
r2o − d2axle − dwheel (11)

rmean mean value of outer and inner radius
ro distance from the center of steering M to the

outer front wheel
ri distance from the center of steering M to the

inner back wheel
αsteering steering angle of the outer front wheel
daxle distance from the center of the back axle to the

center of the front axle
dwheel distance from wheel center to opposing wheel

center

Zone Shape

To accommodate the perception system being able to detect
objects all around the AV, we needed to generalize the concept
of the hazard zone described in the previous work. While one
end of the zone is still placed at the end of the stopping path,
the other end is now placed at the axle opposite to the driving
direction (compare Figure 6 and Figure 7).

For driving straight the resulting zone shape is still a
rectangle; on the other hand for driving curved the shape was
generalized to a circle segment. In the following subsections
the derivation of the zone shapes is described in more detail
for the different cases.

M

ro

ri

αcar

αfront

dr,i

dr,o

δα,front

Figure 6. Forward Driving: Determination of Safe Zone with Clear Zone
(green) and Focus Zone (orange).

M

ri

αfront

αback

dr,i

dr,o

δα,back

ro

Figure 7. Backward Driving: Determination of Safe Zone with Clear Zone
(green) and Focus Zone (orange).
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Driving Straight

In the case of driving straight, the width of the zone is
given by the wheel distance dwheel plus a safety offset (on
both sides). Whereas the length of the zone now is the sum
of the axle distance daxle and stopping distance sstop, again
plus a safety offset.

Driving Curved

Overall the zone for driving curved is described by four
parameters: The inner radius ri, and the outer radius ro. The
angle αback, which starts the circle segment at the back side
of the AV and the angle αfront, which ends the circle segment
at the front side of the AV.

Outer radius ro and inner radius ri are always calculated
by formulas 10 and 11, which are already used for the basic
stopping distance calculation. The derivation of the other
parameters is described in the corresponding subsections for
the different cases.

Driving Curved, Forward

For the case of driving forward (see Figure 6) the starting
point of the back angle is placed on the rear axle, so that:

αback = 0 (12)

The starting point for the stopping distance is placed in the
center of the front axle, so that the total front angle αfront is
the sum of the stopping angle αstop and the angle αcar to the
front of the car:

αfront = αcar + αstop

with αcar = atan(ri + dwheel/2)
(13)

Driving Curved, Backward

For driving backwards (see Figure 7) the back angle is
directly equal to the stopping angle, since the start of the
stopping circle segment is directly aligned with the back axle:

αback = −αstop (14)

And the end point of the front angle is placed at the center of
the outer front wheel, which results in the front angle being
equal to the steering angle:

αfront = αsteering (15)

Driving Curved, Safety Offsets

To obtain the final set of zone parameters, we add a safety
distance in all four directions in the following manner:

α′
front = αfront + δαfront

(16)

α′
back = αback + δαback

(17)
r′i = ri + dri (18)
r′o = ro + dro (19)

Where for example the angle δαfront
is the safety offset for

αfront and dri is the safety offset for ri(analogously for the
other parameters). These safety offsets are implementation
specific application parameters.

B. LiDAR Detector

The ”LiDAR Detector” component determines whether
there are any obstacles in the Clear Zone or Focus Zone based
on the Point Cloud from the eight Ibeo solid-state 3D laser
scanners. For this purpose, the method of Grieser et al. [21]
to determine whether there are LiDAR points in the monitoring
area is extended.

Compared to the model vehicle, we faced several additional
challenges for the LiDAR of the AV. The fundamental differ-
ence, is that the AV uses a 3D LiDAR setup, whereas the
model vehicle LiDAR only measures two dimensional in a
horizontal plane.

Consequently the ground is included in the LiDAR data
and also obstacles which are higher then the AV, but still in
LiDAR range. To exclude these areas, we implemented a z-
cutoff, at a certain offset from the ground and a certain offset
above the vehicle. In the resulting data, only z levels which are
relevant for the Safe Zone were included, since we only want
to determine if an object is in the vertical area of the zone
and not where it is. This allowed us to subsequently ignore
the height in the processed data and simplify it from 3D to
2D again.

Another challenge was, that the AV’s LiDAR setup provides
a lot more data with higher amount of details. This also means,
that the data includes more points, which belong to small
particles or diffusely reflected laser beams instead of actual
obstacles. In the following, we will refer to these points as
”ghost points”. To filter out ghost points, we implemented
a clustering algorithm, which clusters neighbouring points
together, if their distance is smaller then our empirically
determined cluster distance. Using this clustering algorithm
enabled us to successfully reduce false emergency stops due
to ghost points.

The result of the clustering algorithm is used in the ”LiDAR
Detector” in the following way: To check the state zstate of
the zone, we determine the largest number of LiDAR points
pcluster, which are inside the rectangle/circle segment and
belong to the same cluster. If this number is below the defined
threshold value tcluster, then the zone is considered as free,
otherwise as blocked:

zstate =

{
free pcluster < tcluster

blocked pcluster >= tcluster
(20)

This test is carried out for Clear Zone as well as Focus Zone
and the result is forwarded to the Mode Control.

C. Camera Validator

The ”Camera Validator” component determines the validity
of the raw data from the onboard camera sensor by checking
whether the camera is covered or not. An algorithm is used
to check the validity of the camera data. This algorithm
determines the sharpness of the incoming stream of camera
images, which detects that the camera is covered when the
level of sharpness value falls below an empirically determined
threshold value.
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D. Mode Control

The ”Mode Control” is a component of the Fail-Operational
Reaction. It decides the current driving mode. It could be either
a nominal, degraded, or safe mode, based on the ”LiDAR
Detector’s” output, ”Camera Detector’s” output and the current
speed of the AV. If the Qualitative Monitor components detect
any problems, the ”Mode Control” changes the mode from
the nominal driving mode to the fail-safe mode (emergency
stop). Once a fail-safe mode happens, the remote operator has
the authority to select an appropriate driving mode, e.g., a
degradaded mode like limited automated driving.

The logic behind the ”Mode Control” is modelled as a
synchronous hierarchical automata in SCADE, enabling veri-
fication of the mode logic.

Fully Autonomous
Driving

Emergency  
Stop

Manual 
Driving

Limited Autonomous  
Driving

Figure 8. Simplified mode diagram of the component ”Mode Control”.

A simplified version of the mode diagram of the ”Mode
Control” can be seen in Figure 8. Due to the scope of
this work, we will not dive deeper into the details of this
component.

E. Implementation Middleware

Each component in the architecture, as seen in Figure 5
is implemented using the decentralized middleware ROS2
[29]. ROS2 is based on the publish-subscribe communication
paradigm and provides the capability of self-adaptation and
component reconfiguration. Since the AV is designed as a
distributed system deployed on different ECUs, it motivated
us to use ROS2. An additional point in favor of ROS2 for a
safety critical system is, that it provides real-time capabilities.

F. Testing of the Qualitative Monitoring Architecture

The Qualitative Monitor is tested in two steps. First, it was
conducted in a controlled environment where a track similar
to the AV’s test track was setup in our mobility lab using a
1:8 scaled ADAS model vehicle (similar to [21]).

As a second step, we reparameterized the Focus Zone and
Clear Zone in the ”Safe Zone” component for the test on the
AV, since the dynamics and hardware setup vary from the
model vehicle. The track considered for the test is located
at the Campus Nord of TU-Braunschweig (Bienroder Weg
95, 38106 Braunschweig – for more information refer to [24]
[27] and the VanAssist website [25]). Multiple test cases were
derived and tested, such as driving straight, driving backward,
driving at different angles, and driving towards static objects
and walls. Two examples from our numerous test cases can
be seen in Figure 9a and Figure 9b. In the images the LiDAR
Point Cloud is visualized by black points and the Focus Zone

(orange), and Clear Zone (green) can be seen around the AV,
which is denoted by a blue box at the center. The indicators
on the top left corner signal if the zones are free or blocked,
respectively with green or red color.

(a) Safe Zone free (b) Safe Zone blocked

Figure 9. Dependability Cage Test.

In the first example (see Figure 9a), we drove the AV within
a curved section of the track, where no obstacles were detected
by the ”LiDAR Detector” within the Focus Zone and Clear
Zone calculated in the ”Safe Zone” component. As a result
the ”Mode Control” does not intervene and the AV stays in
the nominal driving mode.

In the second example (see Figure 9b), The AV drove on
a straight section of the test track surrounded by obstacles.
These obstacles are detected as LiDAR points (black dots)
inside the Focus Zone, but the Clear Zone is still free as
shown in Figure 9b. Since the amount of clustered LiDAR
points detected by the ”LiDAR Detector” component within
the Focus Zone is above the threshold, it resulted in the ”Mode
Control” triggering a fail-safe mode (emergency stop), if the
nominal driving mode uses the Focus Zone for fail-safe checks.

V. CONCLUSION AND FUTURE WORK

In this paper, a short overview of the Connected Depend-
ability Cage approach is provided. As a core part, the meta-
concept of Runtime System Observation and Resilience Sys-
tem Stabilization relying on the onboard continuous monitor-
ing framework and the remote technical supervision allowing
human supervision and intervention is introduced in detail. In
addition, a concrete system architecture of the Runtime System
Observation and Resilience System Stabilization is instantiated
considering the derived safety requirements based on a real-
world application of the AV for package delivery in urban
areas. In the instantiated architecture, the Qualitative Monitor
and Fail-Operational Reaction are deployed to guarantee the
functional correctness of the automated driving system under
runtime observation. The instantiated architecture was imple-
mented and tested on an automated demonstration vehicle
(PLUTO) in the project VanAssist. Detailed insights on the
implementation were included in the paper, too.

On the way towards dependable automated driving, sig-
nificant challenges that we have identified in the Connected
Dependability Cage approach, are remaining. The Connected
Dependability Cage allows an asymmetric assignment of AVs
to the remote operators in the Command Control Center. It
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means that a single remote operator may supervise multiple
AVs in normal operation. But the person would not be able
to remotely solve the safety issues of AVs in problem cases
simultaneously. Thus, an intelligent coordination and assign-
ment between remote operators and the AV having safety
issues needs to be investigated in the Connected Dependability
Cage approach.

In addition, AVs under SAE Level 3+ are fail-operational
[26]. For this purpose, the previously proposed concept of
graceful degradation proposed by [22] for the fail-operational
reaction in the instance architecture still needs to be im-
plemented and tested. Additionally, the automated driving
function shall stay within the specified Operational Design
Domain (ODD) during normal operation [26], another way to
further develop the Connected Dependability Cage would be
the ODD monitoring.

As introduced at the beginning of this paper, ASs are
nowadays AI-based. Therefore the system strongly relies on
the training data without explicit requirements specifications.
Thus, the Qualitative Monitor would reach its limitation to
work against the safety issues due to unknown situations,
which cannot be explicitly described by the requirements
specifications. In this case, the Quantitative Monitor in the
Connected Dependability Cage approach like presented in [6]
would be a meaningful solution and needs to be implemented
and evaluated in the future.
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dissertation, Universitätsbibliothek der TU Clausthal, 2020.

[12] M. Mauritz, F. Howar, and A. Rausch, “From simulation to operation:
Using design time artifacts to ensure the safety of advanced driving
assistance systems at runtime,” in MASE@MoDELS, 2015.

[13] M. A. Pimentel, D. A. Clifton, L. Clifton, and L. Tarassenko, “A review
of novelty detection,” Signal Processing, vol. 99, pp. 215–249, 2014.

[14] N. Japkowicz, C. Myers, and M. Gluck, “A novelty detection approach to
classification,” in Proceedings of the 14th International Joint Conference
on Artificial Intelligence - Volume 1, ser. IJCAI’95. San Francisco, CA,
USA: Morgan Kaufmann Publishers Inc., 1995, p. 518–523.

[15] C. Richter and N. Roy, “Safe visual navigation via deep learning and
novelty detection,” in Robotics: Science and Systems, 2017.

[16] A. Alexander et al., “Variational autoencoder for end-to-end control
of autonomous driving with novelty detection and training de-biasing.”
IEEE, 2018, pp. 568–575.

[17] R. Brooks, “The big problem with self-driving cars is people,” IEEE
spectrum: technology, engineering, and science News, vol. 27, 2017.

[18] S. Behere and M. Törngren, “A functional architecture for autonomous
driving,” in Proceedings of the First International Workshop on Auto-
motive Software Architecture, P. Kruchten, Y. Dajsuren, H. Altinger, and
M. Staron, Eds. New York, NY, USA: ACM, 2015, pp. 3–10.

[19] S. Behere and M. Törngren, “A functional reference architecture for
autonomous driving,” Information and Software Technology, vol. 73,
pp. 136–150, 2016.

[20] M. Maurer, J. C. Gerdes, B. Lenz, and H. Winner, Autonomes Fahren.
Berlin, Heidelberg: Springer Berlin Heidelberg, 2015.

[21] J. Grieser, M. Zhang, T. Warnecke, and A. Rausch, “Assuring the
safety of end-to-end learning-based autonomous driving through runtime
monitoring,” in 2020 23rd Euromicro Conference on Digital System
Design (DSD). IEEE, 2020, pp. 476–483.

[22] A. Aniculaesei, J. Griesner, A. Rausch, K. Rehfeldt, and T. Warnecke,
“Graceful degradation of decision and control responsibility for au-
tonomous systems based on dependability cages,” in 5th International
Symposium on Future Active Safety Technology toward Zero, Blacks-
burg, Virginia, USA, 2019.

[23] German Government. Draft law amending the road traffic act and
the compulsory insurance act - autonomous driving act. Federal
Ministry for Digital and Transport. [Online]. Available: https://www.
bmvi.de/SharedDocs/DE/Anlage/Gesetze/Gesetze-19/gesetz-aenderung-
strassenverkehrsgesetz - pflichtversicherungsgesetz - autonomes - fahren .
pdf? blob=publicationFile (retrieved: 2022.03.10).

[24] G. Seber et al. Final report VanAssist. [Online]. Available: https:
//www.vanassist.de/ergebnisse/ (retrieved: 2022.03.10).

[25] VanAssist website. [Online]. Available: https : / /www.vanassist .de
(retrieved: 2022.03.10).

[26] S. International, “SAE J3016 - surface vehicle recommended practice -
taxonomy and definitions for terms related to driving automation systems
for on-road motor vehicles,” 2018.

[27] T. Hegerhorst et al., “VanAssist - integrated safety concept for auto-
mated vans in parcel logistics,” in ACIMobility Summit, Braunschweig,
Germany, september 2021.

[28] C. Raulf et al., “Dynamically configurable vehicle concepts for pas-
senger transport,” in 13. Wissenschaftsforum Mobilität ”Transforming
Mobility – What Next”, Duisburg, Germany, 2021.

[29] ROS2 website. [Online]. Available: https://docs.ros.org/en/foxy/index.
html (retrieved: 2022.03.10).

55Copyright (c) IARIA, 2022.     ISBN:  978-1-61208-951-5

ADAPTIVE 2022 : The Fourteenth International Conference on Adaptive and Self-Adaptive Systems and Applications

Powered by TCPDF (www.tcpdf.org)

                            62 / 62

http://www.tcpdf.org

