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The Thirteenth International Conference on Advances in Computer-Human Interactions (ACHI
2020) covered a wide range of human-computer interaction related topics such as graphical
user interfaces, input methods, training, recognition, and applications

The conference on Advances in Computer-Human Interaction, ACHI 2020, was a result of a
paradigm shift in the most recent achievements and future trends in human interactions with
increasingly complex systems. Adaptive and knowledge-based user interfaces, universal
accessibility, human-robot interaction, agent-driven human computer interaction, and sharable
mobile devices are a few of these trends. ACHI 2020 brought also a suite of specific domain
applications, such as gaming, social, medicine, education and engineering.

The event was very competitive in its selection process and very well perceived by the
international scientific and industrial communities. As such, it is attracting excellent
contributions and active participation from all over the world. We were very pleased to receive
a large amount of top quality contributions.

We believe that the ACHI 2020 contributions offered a large panel of solutions to key problems
in all areas of human-computer interaction.

We take here the opportunity to warmly thank all the members of the ACHI 2020 technical
program committee as well as the numerous reviewers. The creation of such a broad and high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and efforts to contribute to the
ACHI 2020. We truly believe that thanks to all these efforts, the final conference program
consists of top quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. In addition, we also gratefully thank the members of the ACHI 2020
organizing committee for their help in handling the logistics and for their work that is making
this professional meeting a success.

We hope the ACHI 2020 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the human-
computer interaction field.
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Abstract—In this study, we conducted an estimation of engage-
ment through virtual learning environment by using facial images.
We aim to improve student learning rates and get a better
understanding of them through facial expressions. Nowadays,
computation power and memory capacity are available for anal-
ysis on large scale datasets. As a result, deep learning techniques
can effectively extract useful features from the given dataset
over traditional approaches. Unfortunately, deep learning-based
methods require a massive amount of labeled data. Although
there are many face datasets for face related problems, such as
face detection and face recognition, it is still limited to facial
expressions. To overcome this limitation, we use the advantages
of the style transfer technique to obtain the basic features of the
face and eliminate the features that are not useful for engagement
estimation. In our experiment, we use the Visual Geometry
Group-16 (VGG-16) face model to extract the prominent basic
features of the face and eliminate the non-related features by
differing peak and neutral frames. We demonstrated the practical
use of our method through the efficiency of detecting student
engagement. The results show that our proposed method provides
50% accuracy in engagement estimation.

Keywords—E-learning; Engagement; Fine-tuning.

I. INTRODUCTION

Since Information Technology (IT) is incredibly improving
in the 21st century, the usage of the virtual system is grad-
vally increasing. Therefore, it is essential to maintain good
experience and communication between users and the system.
Human-Computer Interaction (HCI) becomes a significant
concern in the IT field. From historical statistics, we know
that, since the 1980s, there is a significant drop out rate,
numerically between 25% and 60% shows by (see Larson
and Richards [1]) for the participants in the learning system
because students are extremely bored and not interested in their
lectures. Maintaining the students’ willingness, alternatively, is
called engagement. Besides, interaction with a virtual system
becomes important in HCI. As a result, it is a widely discussed
topic in the educational area.

Learning methods of the adequate level of e-learning based
on facial expressions can be divided into two categories.
They are traditional hand-crafted based and deep-learning-
based methods. The hand-crafted based methods typically
consist of feature extraction and classification stages. In the
feature extraction stage, appearance or geometric features are
extracted by using traditional methods, such as Gabor filters

Copyright (c) IARIA, 2020. ISBN: 978-1-61208-761-0

[2], Local Binary Patterns (LBP) [3], Histograms of Oriented
Gradients (HOG) [4]. Furthermore, the appearance features
are depending on environmental settings, such as lighting,
background, pose, and many other sensitive effects. On the
other hand, geometric features are depending on prominent
facial features and curvature of the face. The problem is that,
when researchers use hand-crafted feature extraction methods,
they need to set the constant environmental settings to get a
stable result. However, facial expressions are depending on
many variables and factors. Therefore, hand-crafted feature
extraction is not feasible to extract facial features in the wild.

To overcome the difficulties of hand-crafted feature extrac-
tion methods, deep-learning-based feature extraction methods
have been adopted. They provide impressive performance in
face-related tasks, such as face detection, face recognition,
facial expression recognition, and engagement estimation.

This paper is organized as follows; Section 2 focuses on
the relevant study of facial expressions recognition related to
deep-learning-based methods. Section 3 describes the dataset
of this study. Section 4 presents the method used to conduct
experiments in this study and discusses the obtained result.
Section 5 summarizes our findings, draws conclusions based on
our research objectives, and suggests potential improvements
to this study.

II. LITERATURE REVIEWS

Mayya et al. [5] designed a deep neural network archi-
tecture called Deep Convolution Neural Network (DCNN) to
learn features for recognizing six basic facial expressions from
a single image. 96% recognition rate is achieved based on
Extended Cohn-Kanade (CK++) and Japanese Female Facial
Expressions (JAFFE) datasets, which are Action Unit (AU)-
coded expression datasets. They discovered that more layers
in the deep convolution neural network increases the ability
to extract more features of an image when compared to few
layers.

Jain et al. [6] designed a similar architecture with Mayya
et al. [5]. However, the difference between these two models
is that they use residual blocks after the convolution layer
to prevent the degrading problem in which the gradient line
cannot learn the data properly. It also saturates the accuracy
at some point of time and finally degrades the model per-
formance. Alternatively, it is a so-called gradient varnishing
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problem. Therefore, they used two residual blocks, which can
help prevent the degrading problem and improve the accuracy.
After that, they trained the model with CK++ and JAFFE
datasets and obtained 95% of recognition rates, a result that is
close to Mayya’s model.

He and Zhang [7] designed a model consisting of two
networks. The first network is a binary positive or negative
classification model which is used to disintegrate the emotions
into a binary class, and serves as an extra input to the
second one for specific emotion recognition. When the input
patches are fed into the network, the first model gives a
positive or negative result to the second network and serves
as prior knowledge. The second model extracts the features
from input patches and gives the classification result based
on the learned features and the prior binary result. From the
study, they achieved up to 64% of overall accuracy using the
Image Emotion Dataset, which contains downloaded images
from Flickr and Instagram with searching eight emotions as
keywords.

Chen et al. [8] developed a model for recognition of
basic emotions with a limited amount of training images.
It consists of three parts. The first part is the extraction of
face-related features with deep face model VGG-16 [9]. The
results of VGG-16 show that the adopted model obtained high
performance in feature extraction. However, some features
are not necessary for the recognition of facial expressions.
Therefore, in the second part, they used k-means clustering
to cluster all frames into two groups, such as peak-like frames
and neutral-like frames. After clustering, they used the semi-
classification method like Support Vector Machine (SVM++)
to determine the clustered groups and retrieved the critical
peak and neutral frames which are closer to the centers. After
getting keyframes, they calculated differences between the key
peak frame and the key neutral frame in order to eliminate
the face identity information. Finally, in the last part, they
perform multi-classification for basic classified emotions. Their
experimental results show that their model achieved 78.4% of
recognition rate using the Binghamton University 3D Facial
Expression (BU3DFE) dataset.

Sabri and Kurita [10] show that the performance of the
Convolution Neural Network (CNN) is dependent on the
labeled data. With a limitation of labeled data, it is not feasible
for CNN learn and extract information from the data. To get
the general property of CNN, Koch et al. [11] proposed a
Siamese network that can learn unfamiliar features by utilizing
extra information about the relationship between input pairs.
However, compared to the features representations that are
explicitly learned by the model, the learned features by the
Siamese network produces results lower than the average.
Therefore, a triplet network model is introduced by Wang
and Gupta [12] to overcome this problem. It consists of three
input vectors instead of two in the Siamese network. Their
results are comparable to the ones that are explicitly learned
by the model. Moreover, the triplet network does not require
the class labels of the processing input. Inspired by the benefits
of the Siamese and Triple network models, Sabri and Kurita
[10] use three data frames in their approach. The data frames
consist of the onset, neutral, and apex of spatio-temporal data.
They are used for the estimation of facial expression intensity
against the basic emotions. Their study shows that it obtained
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the accuracy of up to 86% on the Cohn-Kanade (CK) facial
expression dataset.

III. DAISEE: DATASET FOR AFFECTIVE STATES IN
E-ENVIRONMENT

To train our model, we utilize DAISEE, which is a multi-
labeled classification dataset. The number of interactions with
computers has greatly increased in recent years, and the
interaction between users and computers has become more
significant than in the past. The interaction of the user with
the system can change the response that the system returns,
depending on the level of engagement of each user. Based
on this effect, Gupta et al. [13] simulated the environment
and constructed DAISEE dataset for testing the developed
model. The dataset is used to recognize human affective states,
which are based on how much users of an online system are
engaged or satisfied while using the system. The examples
of the application are online shopping, health care system, e-
advertisement, online learning system, and others.

Figure 1. Examples images from DAISEE dataset with engagement levels 0
(leftmost), 1, 2 and 3 (rightmost) respectively

DAISEE consists of 9,068 videos with 10 seconds duration
that is captured from 112 users for recognizing user affective
states, such as boredom, confusion, engagement, and frustra-
tion. Gupta et al. [13] defined that levels of labels have four
states ranging the values from O to 3. The engagement values
’0’, ’1’, ’2” and ’3’ namely refer to ’very low level’, ’low’,
’high’ and ’very high’ level of engagement respectively. The
example images with different engagement levels from the
DAISEE dataset are shown in Figure 1.

IV. THE APPLIED METHOD

In this section, we describe the applied methods in the
implementation stage. Figure 2 shows our proposed model.

Training a deep convolution neural network requires a
massive amount of labeled data. If the labels are not enough
for training, the model cannot learn properly on unknown
data and lead to an over-fitting problem. Since research topics
related to face, such as face detection and recognition, have
been developed from a few decades ago, the techniques and
learning methods to solve these types of problems are nearly
optimum. Besides, there are different types of large scale
face datasets for evaluation of these methods. Unfortunately,
these datasets are useful for face detection and recognition
but not for engagement. To overcome this issue, we use the
transfer learning technique, which can transfer the learned
features from one specific problem to another if both problems
are similar. For example, face recognition and engagement
recognition are quite similar to each other, because both are
recognition based on the face. In face recognition that is based
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Figure 2. The proposed system design

on the deep learning method, it needs to extract prominent face
features for classification. The outcome is similar to engage-
ment recognition, that classifies the level of engagement based
on facial expressions; it also requires prominent facial features
that are changing in image sequences. As a result, we can
transfer learned features from face problems to engagement
estimation problems.

For a base model, we used the VGG-16 face model, which
is pre-trained on large-scaled face datasets, comprising 2.6
million images. Parkhi et al. [9] collected the face images
and classified them into 2,622 classes of celebrities. The
based-model achieved over 98% accuracy in face recognition.
Recognizable results of the VGG-16 model proved that it could
learn face features for face recognition by all means. Inspired
by the advantage of the VGG-16 model, we adopted the VGG-
16 model for the extraction of deep representations of input
frames.

Unfortunately, features that are extracted by the model
for face recognition may contain face identity information,
which is useful for face recognition but not for engagement
estimation, because VGG-16 is explicitly trained for recog-
nizing faces. Therefore, it is necessary to eliminate face-
related information. We used the technique from Chen et al.
[8] to eliminate face identity information. In their method,
they used Deep Peak Neutral Difference (DPND) features for
training the model. In DPND features, they removed face
identity information by finding the differences between key
peak and key neutral frames. The reason is that appearances
are changing only in the face in different frames. As a result,
by finding differences among these keyframes, we can obtain
the features for recognition of engagement only.

After we obtained the extracted features, the features are
classified into binary class, namely positive and negative
classes. In parallel, we fed the same input to convolution layers
to extract features and used the binary classification result to
assist the final multi-classification. The result is for recognizing
levels of engagement, ranging values from O to 3.

A. Preprocessing

DAISEE dataset provides the videos with 10 seconds
duration in which students’ facial expressions are recorded

Copyright (c) IARIA, 2020. ISBN: 978-1-61208-761-0

while playing lectures. To feed these videos to the model, they
are converted into frames sequences by using Fast Forward
Motion Picture Experts Group (FFmpeg) [14] video converter.
It converts the videos into frame sequences with 30 frames
per second (fps) and gives 300 frames per video. In Gupta
et al. [13], they defined each video with engagement labels.
Therefore, each frame sequence that is extracted from videos
is also labeled the same as videos.

B. Extraction of Deep Representations of Frames

Inspired by the advantages of the VGG-16 face model,
which is developed by Parkhi et al. [9], we used their model
as a based development of our model network to extract
prominent features of the face. In the architecture of the VGG-
16 model, it uses five blocks of convolution layers, followed
by max-pooling layers.

After constructing the model, the input frames are fed into
the network; it converts the images into matrix representation
and passes it to convolution layers. At the convolution layers, it
does pairwise multiplication with kernels throughout the whole
matrix to get the general features of the entire image and
gives the feature maps as an outcome. This result is passed to
max-pooling layers to reduce the dimension of feature maps,
followed by non-linear activation, so-called Rectified Linear
Unit (relu), to return the result. The activation unit activates
the neuron if the inputs are greater than zero; otherwise, it does
not activate and returns zero as a result. In the configuration of
the VGG-16 model, the input image is limited to 224 by 224
dimensions. The 3 by 3 as kernels are used and defined as the
first block of the convolution layer. Similar to the first block,
the next four convolution blocks are designed and followed by
fully connected layers to perform multi-classification.

1) Extraction Features by VGG-16 Model with Engagement
Labels: In the first step, before inputting the frames into the
VGG-16 model, we used the same processing steps of the
VGG-16 model by Parkhi et al. [9]. In their study, they fed
the model with cropped 224 by 224 patches of input images
from four corners and centers. They also performed data-
augmentation of horizontal flipping with a 50% probability
during training. For our study, we performed the preprocessing
steps similar to Parkhi’s study and visualized the result of
preprocessing, as shown in Figure 3.

Figure 3. Visualization Preprocessing Result of VGG-16
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In order to get a better understanding of extracted features
from convolution layers, the feature maps are visualized from
the first and last convolution blocks, as shown in Figures 4 and
5, respectively. In visualization, all feature maps of the first and
last blocks of convolution layers are visualized as 8 by 8 square
images. The result shows that some feature maps are focusing
on the foreground, whereas the others are focusing on the
background. According to the visualization result, the feature
maps of the first convolution layer still have the input shapes,
and we can guess what feature maps look like by looking at
the visualization of feature maps. However, visualization of the
last block of the convolution layer shows that a deeper layer
of deep neural network extracts more general features rather
than the shallow layers for classification. It implies that if we
want to get more general deep representations, we have to
use the result from deeper layers. Therefore, we compared the
discrimination capabilities of fully connected layers, namely
’fc6’ and *fc7’, adopted by Parkhi et al. [9].
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Figure 4. Visualization of Feature Maps from Convolution Layer (1% block)
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Figure 5. Visualization of Feature Maps from Convolution Layer (5% block)

For the evaluation of the model, we used 8,100 images for
training and 2,100 images for testing. DAISEE has 16 million
frames from 112 users, which supports deep learning models.
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However, our purpose is to reuse the extracted features from
the pre-trained model, such as VGG-16, for transferring the
prior information and saving training time instead of learning
from scratch. Therefore, we restricted our dataset to be small
based on our purpose, and 0.005% samples of the original
dataset are randomly selected from the video sequences. The
randomized numbers of training images and validation are
shown in Table 1.

TABLE I. SAMPLES SET STRUCTURE

Train Labels # of samples Validation Labels # of samples
Label 0 300 Label 0 0

Label 1 0 Label 1 600

Label 2 3600 Label 2 900

Label 3 4200 Label 3 600

Randomized selection of samples from the dataset cannot
fairly cover all the labels. According to Table I, there are no
samples sequences of engagement label 1’ for training and
label ’0’ for validation. So that, randomized samples from both
sets are combined into a set and utilized leave-one-out of the
v-fold cross-validation method [15]. It splits the dataset into a
v’ number of subsets and uses one subset for validation. The
remaining subsets are for training the model. We repeated the
process up to 10-fold. 9 fold is used for training the model,
and the remaining is for validated the model. The results of
10-fold cross-validation are shown in Table II. We obtained an
accuracy of around 50% for both training and validation.

TABLE II. LOSS AND ACCURACY OF FINE-TUNING VGG-16 MODEL
WITH 10-FOLD CROSS VALIDATION

# of epoch  train_loss  train_accuracy  val_loss val_accuracy
1 1.1204 0.4625 0.9317 0.4725
2 0.9471 0.4654 0.9250 0.4422
3 0.9398 0.4657 0.9091 0.4471
4 0.9309 0.4690 0.8864 0.4588
5 0.9233 0.4696 0.9083 0.4657
6 0.9246 0.4620 0.9006 0.4588
7 0.9223 0.4618 0.8804 0.4784
8 0.9188 0.4669 0.8933 0.4824
9 09114 0.4747 0.9353 0.4745
10 0.9168 0.4703 0.8839 0.4765

TABLE III. LOSS AND ACCURACY OF DEEP REPRESENTATIONS FROM
’FC6’ DENSE LAYER

# of epoch  train_loss  train_accuracy  val_loss val_accuracy
1 1.5751 0.4728 4.0148 0.4657
2 8.3836 0.4814 13.4151 0.4657
3 13.8168 0.4764 14.5101 0.4765
4 14.3863 0.4748 14.8962  0.4814
5 14.5621 0.4796 149514 0.4549
6 14.6212 0.4723 14.8178  0.4941
7 14.7216 0.4719 14.7799  0.4814
8 14.7823 0.4749 145372 0.4853
9 14.7558 0.4769 147691  0.4843
10 14.8142 0.4748 14.7804  0.4843

To determine which layers are suitable to extract more gen-
eral features, we followed the usage from Parkhi et al. [9]. The
fully connected layers, namely, 'fc6’ and *fc7’, are considered
as candidate layers. They are the last two layers before the
final classification for deep representations. We utilized linear
Support Vector Machine (SVM) to investigate the abilities of
the facial expressions classification and compared the results
from these two dense layers. The results are shown in Tables
IIT and IV for ’fc6’ and ’fc7’ layers, respectively. Based on
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TABLE IV. LOSS AND ACCURACY OF DEEP REPRESENTATIONS FROM
’FC7’ DENSE LAYER

# of epoch train_loss train_accuracy val_loss val_accuracy
1 11.1773 0.4644 13.8237 04716
2 12.5062 0.4667 137523 0.4637
3 12.4247 0.4700 13.5395  0.4696
4 12.4178 0.4666 13.6752  0.4892
5 13.6556 0.4664 14.6021 04716
6 13.9989 0.4658 14.2492  0.4824
7 13.9343 0.4745 14.1655  0.4657
8 14.0053 0.4686 14.2087  0.4745
9 13.9698 0.4690 14.1892  0.4706
10 13.9838 0.4667 14.3439  0.4853

the results, deep representations from ’fc6’ dense layers can
extract more general features. Therefore, they are used in the
next section.

C. Clustering of Peak and Neutral Frames

According to our proposed method, we obtained deep
representations for engagement estimation from the *fc6’ layer
of the VGG-16 model. We discovered that the detection of
peak and neutral frames are essential to assist in the estimation
process. In order to determine the peak and neutral frames,
firstly, all of the frames are clustered into two groups. A
first group is a peak-like group, and the second one is a
neutral-like group. In this case, the number of clusters is
known, numerically 2, which categorizes the frames into peak
and neutral. Therefore, the k-means method is used for the
clustering task because of its simplicity and optimum if the
number of k is known.

N 20 B 0 10 0

Figure 6. k-means cluster for peak and neutral frames where red: centers,
black: sample, green: cluster 0, blue: cluster 1

Figure 7. Samples from k-means cluster 0 (left) and cluster 1 (right)

However, deep representations which are obtained from
the 'fc6’ layer of VGG-16 have 4,096 dimensions. It is not
feasible to perform clustering as the data are in the form of
a high dimension. Therefore, before the clustering method is
performed, it is crucial to make dimension reduction in dealing
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with this high dimensional data. The dimension reduction tech-
nique is performed by using t-Distributed Stochastic Neighbor
Embedding (t-SNE), which is a non-linear feature extraction
method. The non-linear feature extraction method calculates
the probability distributions of similarity of points in both high
and low dimensions. It also minimizes the difference between
these two distributions by using Kullback-Leibler divergence
[16]. The reason for choosing the t-SNE method is because of
the non-linear property of deep representations. In the VGG-
16 model, Rectified Linear-Unit (relu) activation units are used
to select the suitable neurons in the network to propagate the
data. Besides, relu is a limited type of non-linear function due
to the selection of maximum value between 0 and x (input).
It serves as a linear function if the inputs are negative values,
whereas it will be a non-linear function for positive inputs.
Therefore, after applying non-linear activation units to filter
the neuron. As a result, the output feature maps have non-
linear properties. It is comprised of 4,096 dimensions. These
dimensions are reduced from 4096 to 2, and the clustering
results are shown in Figure 6. In addition, the samples from
the experimental result of two clusters are reconstructed and
visualized in Figure 7. In Figure 7, after k-means clustering,
the first frame of a video sequence is classified as cluster 0.
Generally, facial expressions of the student at the beginning of
the lectures seem to be relaxed and have neutral expressions.
As the lecture continued, based on their engagement levels,
facial expressions of the students changed. We discovered that
in cluster 1, the student is looking at the camera and seems
to be interested in the lecture. Therefore, the frames in the
cluster 1 are classified as peak frames, whereas the others in
the cluster O are classified as neutral frames.

Figure 8. k-means cluster for peak and neutral frames where red or dark
blue: centers, black: samples, green and yellow: cluster 0, blue and pink:
cluster 1

Figure 9. Samples from k-means cluster 0

The way for expressing internal feelings depends on people
and their characteristics. Each person expresses six basic
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Figure 10. Samples from k-means cluster 1

emotions in different ways. For example, the first person
shows happiness with a smiling face, whereas the second one
expresses with laughing. In an alternative word, it is condition-
ing on individual differences. Therefore, individual differences
among different people are also considered in clustering for
peak-like and neutral-like groups. The same procedures are
performed, and the experimental results are shown in Figure 8.
After clustering, peak and neutral frames are grouped together
based on their respective features. Besides, the samples from
each cluster are also shown in Figures 9 and 10 for both
cluster 0 and cluster 1. Based on the visualization result,
persons from cluster O in Figure 9 are looking at the camera
directly and seem to be listening to their lectures. Their faces
express normal expressions compared to samples from cluster
1. However, in Figure 10, the person in the right image shows
that his eyes were looking away from the camera and did
not concentrate on the lectures. Therefore, according to their
facial expressions, cluster 1 can be classified as a group of
peak frames, whereas cluster 0 can be classified as a group of
neutral frames.

V. CONCLUSION AND FUTURE WORK

To conclude our study, we discovered that the deep
learning-based methods require a large scale of labeled data.
However, in some problems, obtaining the desired dataset
for training is impossible. In order to overcome the dataset
limitation, the transfer learning technique is performed to train
the proposed model. The process consists of two steps. In
the first stage, fine-tuning the pre-trained model is performed.
Moreover, the benefit of the VGG-16 model, such as a higher
face recognition rate, is used to assist in engagement estimation
and to reduce the process of computational time and resources
while training the model. In our experimental result, we
achieved the result of fine-tuning up to 50% of accuracy.
Although the results still have gaps to make improvements.
Fortunately, we discovered that these results could be com-
pared with the ones that are obtained from explicitly training
for engagement estimation without using transfer learning.

For a second stage of the model, elimination of face identity
information is performed. All frames are divided into two
groups: peak-like frames and neutral-like frames. So to dealing
with this problem, k-means clustering is performed. The frame
is clustered based on individual differences because of the
differences in expressing their internal emotions. According
to our result, k-means clustering shows that it performed well
to divide the same people characteristic into the same group.
We also obtained the peak-like and neutral-like frames clusters
based on individual differences. In the future, we will improve
our proposed model to handle more levels of facial expressions
on online learning engagement.
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Facial Mimicry Training Based on 3D Morphable Face Models
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Abstract— The recent techniques of automated facial expression
recognition from facial images have achieved human perception
levels. The application of this technology is expected not to be
limited to facial expression analysis, but also to evaluate how
well someone mimics another person’s expression. Facial mimic
training will help people improve their interpersonal
communication and that, in turn, will improve their work
performance. This study proposes a self-learning-based
expression training system using a simple 3D Morphable Face
Model (3DMM). The proposed system analyzes faces of a
subject and a given picture of a person who the subject is
mimicking. The 68 facial landmarks for both faces are detected
automatically and are used to fit a 3DMM using a deformation
transfer technique. Our experiment shows that the proposed
system accurately measures the similarity of facial appearance
between subjects and their corresponding mimic targets. Thus,
the proposed system can be used as a facial mimicry training
tool to improve social communication.

Keywords-mimicry;  expression training; emotion; image
processing.
I. INTRODUCTION
Non-verbal (unspoken) communication plays an

important role in providing additional information and cues
over verbal communication. Facial expression is a type of
non-verbal (spoken) communication that involves subtle
signals of the larger communication process. For example, a
smile, typically with the corners of the mouth turned up and
the front teeth exposed, may indicate joy. Frowning, typically
by turning down the corners of the mouth, forms an expression
of disapproval.

While culture differences might cause differences in the
absolute level of emotional intensity, the basic facial
expressions such as happiness, surprise, sadness, fear, disgust,
and anger are similar throughout the world [1]. The Facial
Action Code System (FACS), which is based on the
anatomical basis of facial movement, is a traditional measure
to analyze facial expressions [2]. Individual facial muscle
movements are encoded by FACS from slightly different
instantaneous changes in facial appearance. Each Action Unit
(AU) is described in the FACS manual.

Early attempts have been conducted to automate facial
expressions using FACS. Bartlett et al. [3] applied computer
image analysis to classify the basic elements that comprise
complex facial movements. Their method classified six upper
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facial actions with 91% accuracy by combining three
approaches: holistic spatial analysis, measurement of local
facial features, and estimation of motion flow fields. However,
this method was not fully automated, such as the initial facial
alignment needs mouse clicks at the center of each eye. Tian
et al. [4] developed an Automatic Face Analysis (AFA)
system, which recognizes changes in facial expression into
AUs. Initial detections of facial features, such as lips, eyes,
brows and cheeks were done using template matching [5].
AFA has achieved around 96% recognition rates for upper and
lower AUs, whether they occur alone or in combinations.

With the recent computer vision techniques, the
conventional procedure to recognize facial expressions such
as face detection, face alignment, facial feature extraction, and
expression classification can be done in realtime. Affdex [6],
one of the most widely used face analysis systems, provides a
cross-platform realtime multi-face expression recognition. It
uses Support Vector Machine (SVM) to train 10,000 manually
coded facial images [7]. Affdex can achieve acceptable
accuracy to detect facial expressions that are expressed
externally on a face where certain parts of the face change
significantly.

Automated facial expression recognition has been used in
the development of humanoid robots to enable them to mimic
human-like emotions [§8]. Mimicking emotion is the act of
imitating the facial expression of others and it is considered
central for social interactions. The humanoid robot can be
used as an experiment tool to construct a communication
model of mimicry. A sophisticated model of mimicry will be
useful to train people to improve social interactions through
non-verbal communication [9].

Recently, 3D morphable models (3DMM) [10] have been
widely used to create virtual faces in some software
application programs, such as Augmented Reality (AR) and
messaging apps. The advanced computer vision techniques
have enabled to fit the model to the corresponding facial
image. Moreover, it is possible to design virtual characters
that can express different emotions such as compound
emotions that are a mix of basic emotion expressions. Now,
“Animoji”’s exist, which are animated emoticons created by
mirroring one’s own facial expressions.

This study proposes a self-learning-based facial mimicry
training system based on 3DMM to measure how close a
person can mimic another person’s facial expressions. The
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Figure 1. Some facial expressions generated using 3DMM.
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Figure 2. A corresponding 3DMM for a subject.

proposed system uses blended emotive expressions of the
models to find the most similar shape that matches a given
facial image. This paper is organized as follows. Section II
discusses known approaches to facial expression imitation.
Section III introduces our proposed facial mimicry training
system. Section IV shows the experiment results of the
proposed system. Finally, Section V gives a short conclusion
and highlights the most important outcomes of this paper.

II. RELATED WORK

3DMM is a well-established technique in computer
graphics that produces expressive and plausible animations.
This technique has been used to clone expressions from one
face mesh to another. The cloning processes take two steps:
determining surface points in the target correspond to vertices
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Figure 3. The experiment setup in this study.

in the source model and transfer motion vectors from vertices
of the source model to the target model. Sumner and Popovic¢
[10] proposed deformation transfer for triangle meshes, where
the cloning process does not require the source and the target
model to share a number of vertices or triangles. Figure 1
demonstrates deformations of faces [10] based on their
expressions where the expression intensity varies from 0 to
1.0.

To fit 3DMM into a facial image, some points of 3DMM
are associated to the corresponding landmark points in the
facial image [11]. Extracting landmark points from facial
images can be done using automated facial landmarks tools,
such as Dlib library [12]. Those 2-dimensional (2D)
landmarks are mapped into 3-dimensional (3D) using a 2D-
to-3D registration method by referring to 3D facial points. The
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Figure 4. Results of mimicry training performed by three subjects.

resulted 3D landmarks are used for head-pose normalization.
Figure 2 shows 3DMM imitating a subject’s expression by
blended emotive expressions.

III. FACIAL MIMICRY TRAINING

Our facial mimicry training system uses Dlib library to
automatically annotate 68 landmarks from the facial image.
These landmarks are associated to 3D face points [13] and
then the head pose is calculated. SolvePnP library is used to
solve the Perspective-n-Point (PnP) problem to perform 2D-
to-3D registration [14].

Figure 3 shows the experimental setup in this study. The
system uses a built-in webcam to capture the subject’s face.
The subject selects a target face to mimic from the database.
While mimicking the target faces, subjects are instructed to
adjust their head posture to match the target faces. When the
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subjects feel that they have precisely mimicked the target face,
they press the “analyze” button to analysis the score for the
mimicry. During the experiment, we did not specify the time
required by each subject to mimic a target face. The resulted
3DMM for the subject is outputted along with the 3DMM for
each emotive expression that makes up the result. The score
for the mimicry is calculated as the correlation coefficient
between the 3D points of the generated 3DMM for the subject
and the target.

IV. RESULT

Three male subjects (mean age 21.7 years) were recruited
for the experiments. All subjects agreed to participate and
signed the consent forms, to allow their data to be used in
publications of this research. Figure 4 shows the results of
mimicry training performed by the subjects.
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Table I to III show the correlation coefficients of the
resulted mimics by the three subjects against the target faces.
There are high correlations among the 3DMM of target faces
and subjects’ faces mimicking those target faces (values
shown on gray background). Here, the correlation coefficients
are above 0.98 for 3DMM of the target faces and their
mimicries. When subjects were mimicking different faces, the
correlation coefficients are below 0.94. These results show
that, although most different places in the changes in facial
expressions only occur at the upper part of the face (eyes and
eyebrows) and the lower part of the face (lips), there is
significant correlation between 3DMM and their mimicries.

V. CONCLUSION AND FUTURE WORK

In this study, we have demonstrated that our self-learning-
based facial mimicry training system is able to measure how
close a person can mimic another person’s facial expressions.
By using this tool, users can train themselves to closely mimic
someone’s face interactively by referring to the expression
intensity of each 3DMM constructing the blended 3DMM. In
our further study, we will confirm the performance of the
training system using a fine 3DMM that is generated from a
large three-dimensional face dataset [15].
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Abstract—Compared to traditional flat displays, the three-
dimensional (3D) spherical display allows us to see images more
naturally from any directions. This display can show not only
surface information data, such as digital globes, but also 3D
objects. Some user interfaces, such as multi-touch and gesture
interfaces, have been implemented on this display. In this study,
we propose a novel perspective-corrected stylus pen that can be
used for 3D interaction with the display. The stylus pen has six
Degrees of Freedom (6DoF) and can be used as pointing and
drawing device in the 3D space within the spherical display.
Therefore, the user can see the auxiliary line from the pen tip
from a different angle. We demonstrated the stylus in terms of
accuracy, pointing stability and how users can correctly
perceive it in the 3D space. Some applications, such as selecting
objects inside a virtual fish tank, were presented to show the
usability of the proposed stylus.

Keywords-VR; 3D stylus; spherical display; virtual reality;
perception.

I. INTRODUCTION

In recent years, non-planar displays have been actively
developed. These displays can display images that are more
effective and immersive than flat displays. Non-planar
displays can be broadly classified into three types: curved,
cylindrical, and spherical. Curved displays have already been
put to practical use in mobile devices. They provide excellent
visibility even at the edges of the screen. Therefore, some
additional information can be put on the edge of the screen.
Cylindrical displays are expected to be new digital signages
which can effectively display advertisements. Spherical

displays, on the other hand, can display images from any angle.

These displays can display not only surface information data,
such as digital globes, but can also display three-dimensional
(3D) objects inside.

Many efforts have been conducted to produce spherical
displays. These include a combination of multiple small flat
display panels (Geo-Cosmos [1]), synchronized rotating
Light-Emitting Diode (LED) strips [2], and a projection
mapping system using a Digital Light Processing (DLP)
projector [3]. PufferSphere [4], a commercially projector-
based spherical display, has a multitouch interface allowing
human interaction with the display, such as pointing and
rotating.

The spherical display can be enhanced to represent 3D
objects [5]. The 3D experiences can be achieved by using
monocular (motion parallax) or binocular (stereoscopic) cues.
Motion parallax is a type of depth perception cue in which
objects that are closer appear to move faster than objects that
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are further. Stereoscopic vision refers to the sense of depth
derived from the two eyes. Fafard et al. [6] indicate that users’
performance in various 3D interactions, such as pattern
alignment, distance estimation, 3D selection, and 3D
manipulation is consistently better when stereo cues are
included.

3D interactions with the 3D sphere display need a device
that capable to define its 3D location (x, y, z) with respect to
the center of the display and its posture information (pitch,
yaw, roll). Hereafter, information of 3D location and posture
is simply called Six Degrees of Freedom (6DoF).

Currently, several input devices equipped with 6DoF
sensors have been developed. The Touch™ Haptic Device [7]
is a motorized device that applies force feedback on the user’s
hand, allowing them to feel virtual objects and producing true-
to-life touch sensations as user manipulates on-screen 3D
objects. This device acquires the 6DoF information from a
sensor attached to the pen tip. The DodecaPen [8] is a stylus
pen which obtains its 6DoF with sub-millimeter accuracy
using multiple Augmented Reality (AR) markers arranged on
a dodecahedron mounted on the stylus. Both styluses [7][8],
however, are designed to work on a flat surface where the
working area is limited.

A stylus pen for the spherical display must be able to
acquire the 6DoF information of the pen tip when touching the
surface of the display. The arm for the Touch™ Haptic Device
limits its working range, especially when working on the
opposite side of the spherical display surface. This problem
also applies to DodecaPen because the AR markers of the
stylus will be hidden when working on the lower part of the
spherical display.

In this study, we propose a stylus pen which is suitable for
a spherical display. Measurement of the 6DoF information is
done using two sensors. Here, the 3D location (x, y, z) of the
pen tip on the display surface is measured by an infrared (IR)
camera installed at the bottom of the display. The posture
information (pitch, yaw, roll) of the stylus pen is obtained
using a gyro sensor. We believe that the new stylus pen's
strategy for measuring 6DoF information is effective in
capturing this information when the pen tip is touching the
display surface.

This paper is organized as follows. Section II describes
related works in the development of 3D spherical displays.
Section III introduces our approach to implement the
perspective-corrected stylus pen. Section IV describes our
experiment results in terms of accuracy, stability and visual
perception. Finally, Section V presents our conclusions and
future works.
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II. RELATED WORK

There are some companies producing spherical displays,
such as Global Imagination [3], PufferSphere [4], and
ArcScience [9]. These displays were mainly intended to show
earth surface data and 360-degree videos. Therefore, there are
more like digital globes than displays.

To our knowledge, SnowGlobe is the first published 3D
spherical display [10]. This display was implemented by
reflecting a projected image off a hemispherical mirror,
allowing for a seamless curvilinear display surface.
However, it had non-uniform resolution and the mirror caused
a blind spot. Spheree is a spherical, multi-projector
perspective-corrected display that supports 3D representation
using parallax-based 3D depth cues [11]. Uniform resolution
is mostly achieved because each projector covers a small area
on the display. CoGlobe is a large 3D spherical display for
multiple users [12]. It uses a multi-camera OptiTrack system
for tracking users’ heads and multiplex viewpoints using
modified active shutter glasses.

For this study, we have built a 3D spherical display similar
to Spheree, but only using a fish-eye lens-equipped single
projector (Figure 1). A 4k projector was used to generate a
high-resolution image onto the display, comparable with that
of Spheree. Our display is capable of supporting monoscopic
and stereoscopic displays.

III. PERSPECTIVE-CORRECTED STYLUS PEN

The proposed stylus pen can find its 6DoF information on
any location on the display. As shown in Figure 2, the 3D
location (x, y, z) of the pen tip on the display surface is
measured with an IR camera. This camera captures the blob
(the image of the light reflected from the IR LEDs) of the pen
tip. An ellipse is then fitted to the blob, and the center of the
ellipse is calculated as the position of the pen tip on the display
surface. The posture information (pitch, yaw, roll) of the
stylus pen is obtained using a gyro sensor.

In order to simplify the design of the stylus pen, we use a
mobile phone with a pen tip attached. The advantage of using
a mobile phone is that we can use the built-in gyro information,
and send that information to the computer that controls the
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Figure 2. Our proposed stylus pen.

spherical display. Using this information, the computer
calculates the posture of the stylus pen and projects the
auxiliary line from the pen tip according to the user’s
viewpoint. Here, we used VIVE Tracker [13] to track the
user’s head and define the viewpoint. Users can point out an
object inside the spherical display using the auxiliary line
from the pen tip, as shown in Figure 3.

IV. EXPERIMENTAL RESULTS

We evaluate the proposed stylus pen in terms of accuracy,
pointing stability, and user experience. For the experiments,
we built a spherical display with a diameter of 51 cm. The
coordinate systems of the display, stylus pen and user's
viewpoint are calibrated using the VIVE tracker. The display
system runs on a desktop computer with a 3.6 GHz CPU, 32
GB RAM, and a GTX980Ti graphics card. An iPhone 7 (i0S
13) is used to get the posture information for the stylus pen.

A. Accuracy

Twelve arbitrary locations on the display surface were
selected and the stylus pen was used to point to the center of
the display from each location. The resulting 6DoF
information of the stylus pen on each location was validated
against the true 6DoF information (ground truth) as the vector

12
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Figure 3. Our working perspective-corrected stylus pen.

20 20

Figure 4. The resulting auxiliary lines from the pen tip and their
corresponding ground truths.

connecting the display center to that location. Overall, the
accuracy was achieved with an average of 1.08 degrees. The
ground truth vectors (red lines) and auxiliary lines from the
pen tip (blue lines) are shown in Figure 4. We considered that
our stylus pen is accurate to do 3D interactions within the
spherical display. In practical use, most users are not aware of
the differences within this range.
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Figure 5. Intersection points of the auxiliary lines from the pen tip
and the display surface.

B. Pointing Stability

The stylus pen was rotated horizontally from 0 to 180
degrees at a location toward the display. For each angle, the
intersection (red dot) of the auxiliary line (blue line) from the
pen tip with the display surface was calculated. The resulting
points were observed to be horizontally distributed (Figure 5),
indicating the pointing stability of the stylus pen. The error
distribution is shown in Figure 6.
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Figure 6. Histogram of the error distribution during the
pointing stability test.

Figure 7. The virtual fish tank used for the visual perception
evaluation.

C. Visual Perception

In order to perform a visual evaluation, an experiment was
performed in which a virtual fish tank was drawn on a
spherical display and the subject was instructed to use a stylus
pen to touch the fish from multiple directions (Figure 7).
Three users participated in the experiment. All of them
managed to touch all fishes in the spherical display. This result
shows that the proposed stylus pen can be perceived in the
same way as the real one.

V. CONCLUSION

In this study, we have proposed a novel perspective-
corrected stylus pen that can be used to interact with a 3D
spherical display. A mobile phone with a pen tip attachment
is used to build the stylus pen. The use of a mobile phone does

Copyright (c) IARIA, 2020. ISBN: 978-1-61208-761-0

not only make it easier to obtain posture information from the
built-in gyro, but also has advantages, such as simplifying the
design. The location where the stylus pen touches is detected
by the IR camera installed in the spherical display. Our
experiments have confirmed the high accuracy of the
proposed stylus and show that it can be used to perform
natural 3D interactions. We are working on putting a pressure
sensor inside the stylus pen to enable the user to control the
length of the auxiliary line from the pen tip by applying
varying levels of pressure to the screen surface. In the future,
the proposed stylus pen will be extended for use in virtual
surgical training on a spherical display.
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Abstract—Mirroring is a technique in which someone
unconsciously reflects other people's behavior, such as gestures
and facial expressions. This technique can help us to build
rapport with others by making communication more effective
and reflective. Due to the developments in computer vision,
human behavior observation based on vision cameras has
become viable. Moreover, the wide spread of omnidirectional
cameras has made it possible to observe more people at the same
time, making it easier to analyze face-to-face conversation
scenes. In this study, we propose a framework to perform a time
series analysis based on Dynamic Time Warping (DTW) to
determine whether communication mirroring has been
established. The framework uses human pose estimation
techniques to track hand gestures of two persons during a
conversation. The framework will detect all gestures that are
similar to the trained gestures. Our experiments show that the
DTW was able to detect mirroring acts having distinct gestures.
However, detections of similarities of weak gestures are
challenging.

Keywords-communication mirroring; communication mirroring;
human pose estimation; DTW; 360 degree camera.

I. INTRODUCTION

Gestures are forms of nonverbal communication that use
body movements instead of words. These movements include
the hand, head, or other parts of the body. Gestures enable to
produce more intuitive communication and flexible
interactions. Using gestures to reflect the behavior of the
talking partner can create a strong connection during the
conversation. These techniques are called mirroring, from a
communication perspective. Mirroring can improve rapport
with others. It happens very naturally when people are talking
[1]. The ability to mirror others nonverbally facilitates
empathy. Although many people have an ability to empathize
with others, only a few people have excellent natural empathy.

Many studies have been conducted in conversation scene
analyses. Most of them are multimodal, using cues produced
by audio and video recordings [2]. Traditionally, analyzing
this data involves works of manual coding of the repeating
behavior, its duration, and response latency. BECO2, an
integrated behavior coding system, has been widely used in
universities in Japan to train students to perform behavior
analysis [3]. With this system, observers can record and
analyze the occurrence and duration of behaviors by pressing
keyboard keys corresponding to those in each category.

Audio and video processing techniques have contributed
to performing conversation scene analyses effectively. On the
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one hand, audio processing can reveal non-verbal behaviors,
including utterances, acts of stressing, and speaking rate based
on the speech signals. On the other hand, video processing can
measure facial information and gestures. Otsuka and Araki [4]
introduce Voice Activity Detection (VAD) to determine the
presence/absence of utterances from speech signals. An
omnidirectional camera-microphone system was used to
partition an input audio stream into homogeneous segments
according to the speaker’s identity as being captured by the
camera. This diarization is vital to identify different speakers'
turns in a conversation.

Advanced computer vision applications have enabled the
estimation of human posture from a single image [5][6]. These
approaches are more flexible than those based on a depth
camera. Depending on the Field of View (FOV) of the
cameras, human posture from multiple targets can be
effectively measured [7]. With an omnidirectional camera, it
is possible to take photos of people as if it were taken from the
front, even if they talk to face each other. Derivation of human

posture from images opens up new ways to recognize gestures.

The extracted gestures can be used to identify specific
responses during a conversation. However, even with the
same gestures, the length and speed of these gestures are
different. Dynamic Time Warping (DTW) is a promising
technique that can measure the similarity between two
temporal sequences of gestures [8]. It enables a non-linear
mapping of one signal to another by minimizing the distance
between them.

This study proposes a framework for automatically
detecting the presence of mirroring motion in hand gestures
during a conversation between two people using an
omnidirectional camera. The framework converts the video
image obtained from the omnidirectional camera into a
panoramic image and extracts the posture information of the
conversation participants from the video. The Graphical User
Interface (GUI) allows observers to select gestures as training
data. The training data is used to estimate similarity to
gestures found in the observed data. Detection of
communication mirroring is done by thresholding the
similarity of hand gestures between participants.

This paper is organized as follows. Section II describes
related works on behavior coding and gesture analysis based
on computer vision techniques. Section III introduces our
proposed framework to analyze the presence of
communication mirroring. Section IV describes our
experimental setting and its results. Finally, Section V
presents our conclusions.
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II.

Traditional methods to measure nonverbal behavior rely
on the manual coding system. Since there are a lot of
ambiguities on judging a particular action, many observers
tend to perform in an inconsistent manner, thus degrading the
quality of the measurements. Jaana et al. [8] developed an
automated behavior analysis system using a single
omnidirectional camera. This system analyzed facial
expressions, head nodding, utterances based on facial
landmarks extracted from facial images captured by the
camera. Schneider et al. [9] proposed a gesture recognition
system using human postures obtained from a single camera,
using a human pose estimation framework, OpenPose [5].
This system utilized DTW to classify the time-series
data. Although this method yielded promising results, it has
limitations in case of attempting to classify more similar

RELATED WORK

Participant #1 Participant #2
‘ 360° ‘
Omnidirectional
Camera

Figure 1. Experimental setting.

180°

Participant #1
—————

Probability

Hand (Left)

gestures. For general-purpose gesture recognition, the Gesture
Recognition Toolkit (GRT) is a cross-platform open-source
C++ library designed to make real-time machine learning and
gesture recognition more accessible [10].

III. COMMUNICATION MIRRORING DETECTION

We build a framework to detect communication mirroring
that occurs in a conversation scene, as shown in Figure 1. The
omnidirectional camera captures an image of the whole bodies
of the two communication participants.

A. Panoramic Image Projection

The omnidirectional camera produces two fisheye images
to represent a 360° image. These images are combined and
warped into a panoramic image, as shown in Figure 2, so that
the information in the image can be interpreted directly. The
panoramic image displays a 360° image as a rectangular
image.

B. Pose Estimation

We use the OpenPose framework [5] to estimate the body
posture of the communication participants. The skeletal
information of the hands is extracted for the analysis. This
information consists of six body joints, such as the wrist,
elbow, shoulder, and neck. We normalize each joint to achieve
translation and scale invariance [8]. Normalization is done by
taking the neck joint as the origin of the coordinate system and
subtracting this coordinate from all other joints.

C. Training

We provide a GUI to allow observers to select the typical
movement of the participant, which can be considered as a
gesture. The automatic data trimming will remove images that

Participant #2

Gesture Similarities between Participants

Current time

Figure 2. The user interface of our framework.
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Figure 4. An example of weak gestures that failed to classify.

do not contain body movements from the start to the end of
the training.

D. Detection

We apply maximum likelihood from the warping distance
to estimate the similarity between the training data created
from a participant and the hand movement data of another
participant in a conversation. Here, we present a graphical
representation to determine the maximum likelihood
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threshold. Finally, we use the threshold in order to detect
gestures that resemble the training data.

IV. EXPERIMENT AND RESULT

In this study, two experiments were conducted, involving
two subjects and an interviewer. All participants in the
experiments agreed to participate and signed the consent
forms to allow their data to be used in publications of this
research. Each subject was interviewed face to face, at which
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TABLEI. MAXIMUM LIKELIHOOD BETWEEN GESTURES OF THE
SUBJECT AND THE INTERVIEWER FOR EXPERIMENT 1.
No. S(l;gi fl(;;es Intgg/slteuv::r $  Maximum Likelihood
1 A A 0.563
2 B B 0.688
3 C C 0.660
4 D D 0.558

Accuracy: 100%

TABLE II. MAXIMUM LIKELIHOOD BETWEEN GESTURES OF THE
SUBJECT AND THE INTERVIEWER FOR EXPERIMENT 2.
No. S(l}ﬂe)iz;es Intgg/slteuv::r $  Maximum Likelihood
1. A C 0.641
2. B B 0.582
3. C C 0.525

Accuracy: 67%

point the interviewer randomly imitated the subject's gestures
approximately five seconds after recognizing the subject’s
gesture. Subjects had not previously been informed that the
interviewer imitated his or her gestures during the interview.
We used RICOH THETA S to record the interview scenes in
1,920x1080 pixels panoramic image frames. Skeletal
information was obtained from each frame by using the
OpenPose framework [5].

A. Experiment 1

The interviewer imitated four subject’s hand gestures: A,
B, C, and D. This data was trained using the GRT [10] to
predict the corresponding gestures performed by the subject.
Table I shows the maximum likelihood between the gestures
of the subject and the interviewer. All gestures performed by
the interviewer have the maximum likelihood with the
corresponding subject’s gesture. A successful case of similar
gestures detected in this experiment is shown in Figure 3.

B. Experiment 2

During the interview, the subject was excitedly speaking
and performing subtle gestures. The interviewer imitated three
ofthem (A, B, and C) and trained this data using the GRT [10].
However, gesture A performed by the interviewer did not
resemble that of the subject. Table II shows the maximum
likelihood between the gestures of the subject and the
interviewer. Gesture A of the subject was determined as
Gesture C performed by the interviewer, as shown in Figure
4.

From the above results, we have shown that our proposed
framework for detecting the presence of mirroring motion in
hand gestures yielded promising results. Some subtle gestures,
however, were difficult to classify. In our experiment, we did
not make a detailed analysis to optimize the warping window

Copyright (c) IARIA, 2020. ISBN: 978-1-61208-761-0

size for the DTW calculation [11]. This issue could be
addressed in future research to improve the results.

V. CONCLUSION

In this study, we have proposed a framework to determine
whether communication mirroring has been established from
the recorded video scenes. Our experiments show that the
DTW was able to detect mirroring acts having distinct
gestures. The proposed framework will provide a new
indication for developing an integrated behavioral analysis
system that will enable the assessment of communication
mirroring.
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Abstract—Various kinds of vibrotactile information have been
recorded from real textures and used to present high-quality
tactile sensations via tactile displays. However, it is unrealistic to
collect large amounts of vibrotactile data under many different
conditions. Thus, we develop a method whereby recorded data
can be changed to represent conditions differing from those at
the time of initial recording. In the first step, we construct a
data generation model using a Generative Adversarial Network
(GAN). The model makes simple calculations and generates un-
known data from recorded acceleration data obtained by rubbing
real objects. The model can generate three-axis, time-series data.
To evaluate the quality of the data generated, we devised a
string-based tactile display and presented generated vibrotactile
information to users. Users reported that the generated data were
indistinguishable from real data.

Keywords—Acceleration; Generative Adversarial Networks; Vi-
brotactile Display.

I. INTRODUCTION

Currently, various tactile displays have been developed, and
a lot of applications that enable users to touch virtual objects
are released. The quality of such applications is measured by
the extent of realism felt when the virtual objects are touched.
It is difficult to create realistic tactile sensations. In particular,
realistic surface reproduction is challenging because touching
is bidirectional, thus affected by object condition. If the
object surface, physical characteristics, or rubbing speed differ
between the contactor and the contacted object, the induced
phenomena differ. To ensure high-quality tactile sensation, it
is necessary to collect and analyze data under various condi-
tions [1][2]. However, many conditions were not addressed in
the cited works. For example, Strese et al. [2] collected six
types of data (accelerations, pressures, temperatures, images,
sounds, and magnetic field powers) for 108 textures, under
various conditions, using a pen-type device. However, there are
many more than 108 textures, and not all rubbing directions
or contact angles were explored.

To solve this problem, our method eliminates the need
for vibrotactile signal data from real objects; vibrotactile
stimulation is created employing existing recorded data on
real textures. We do not collect data from real objects; we
generate alternative data under conditions different from those
at the times of the original recordings. This reduces the cost of
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data collection and greatly expands the utility of vibrotactile
displays.

In the first step, we generate vibrotactile acceleration data
by acceleration data collected from rubbing real objects. The
generated data can be used as output signals for vibrotactile
displays [3][4]. Today, accelerometers are both small and
inexpensive; a collection of acceleration data is simple. Thus,
we use the data to generate new data with the aid of a
Generative Adversarial Network (GAN) [5]. GANs generate
images that find many applications in super-resolution [6]
and audio synthesis; some sounds are very similar to the hu-
man voice [7][8]. GANs can generate high-quality time-series
data. Our data generation model is based on WaveGAN [7],
which was developed for audio synthesis. We generate nine
types of time-series data based on real textures. We create
data spectrograms to evaluate realism. We perform a user
study employing a vibrotactile display to evaluate whether
the vibrotactile stimuli were realistic. We explored whether
it was possible to mix the characteristics of two textures by
combining two types of label data in the input.

Our principal contribution is that we generate time-series
data using a GAN originally developed for audio synthesis.
The training data of the model are accelerations recorded by
rubbing real objects. Our model has a simpler architecture than
an earlier model [9], and thus requires fewer computational
resources. We generate three-axis time-series data for vibro-
tactile displays that require more than two datasets [3]. The
three-axis data facilitate the analysis and recognition of tactile
signals.

The structure of this paper is as follows. This section
describes the purpose of our research and our approach. In
Section II below, we review related work. Section III describes
our model architecture; Section IV deals with data generation.
Section V describes the user study. Section VI presents a pre-
liminary experiment on multi-label (merged) data generation.
Section VII draws conclusions and describes our future plans.

II. RELATED WORK

Vibrotactile displays reproduce real textures, including
the mechanical vibrations of actuators [10], electrostatic
forces [11], and so on. Some real-object data are available,

19



ACHI 2020 : The Thirteenth International Conference on Advances in Computer-Human Interactions

but a complete dataset would be unimaginably large. We
initially use a GAN to generate data based on the three-
axis accelerations of real textures. GANs are machine-learning
models generating images that may be simple or complex;
the latter include super-high-resolution images [6] and images
translated from other images [12]. A GAN features a generator
and a discriminator that, respectively, generate and classify
training and test data. The discriminator accurately classifies
the two types of data. The generator creates data that the
discriminator cannot initially classify. After repetitive training
of the generator and the discriminator, the generator generates
data that are almost the same as the training data.

A few scholars have used GANs to generate data for tactile
displays. Ujitoko et al. [9] employed a GAN generating time-
series data equivalent to texture images. The model featured
an encoder and a generator that, respectively, transformed
texture images into labeled vectors and generated spectro-
grams using the recoded accelerations and the labels. The
spectrograms were transformed into tactile signals for pen-type
vibrotactile displays. The model generated nine types of high-
quality, one-axis time-series data that only found applications
in simple (i.e., pen-type) vibrotactile displays. It appeared that
the computational demand was high; the model featured many
neural networks. Our model is simpler than the model, and we
generate three-axis acceleration data that are available for more
types of situations (e.g., displaying, analyzing, and recognizing
the vibrotactile signals) than one-axis data. We employ a GAN
originally developed for audio synthesis; some such GANs
generate high-quality sounds [7][8]. Acceleration data, like
sounds, are time-series data. Specifically, we employed the
WaveGAN of Donahue et al [7]. The model architecture is
simple. However, Donahue et al. were concerned that spectro-
grams served as both inputs and outputs; it was thought that
spectrogram inversion might compromise quality. Thus, we did
not use spectrograms.

III. THE ARCHITECTURE OF OUR GAN

Table I shows the architecture of our GAN. “C” refers
to the several classes of training data. “n” refers to batch
size. The table shows the architecture of the generator and the
discriminator, and the input and output layers; the intermediate
layers are hidden layers. The input data propagate to the output
layer. The kernel shapes of each convolutional layer are shown,
as are the output data shapes of all layers.

As mentioned above, we employed WaveGAN. However,
WaveGAN generates only a single data type. We thus addi-
tionally implemented a conditional GAN [13] that generates
class-specified data by attaching class labels c to the training
data. In this GAN, all data are associated with a class label
c and a noise z. This allowed us to generate many types of
data using one-hot vectors as labels. The vectors have values
of either zero or one, and their lengths are the same as the
number of classes. Each class vector has the value of one and
all others have values of zero The model applies convolution
to each axis, and the convolution operates three-acceleration
data but only in the time direction.

We describe the details of the generator and the discrim-
inator. The inputs of the generator are random noise vectors
based on uniform —1 to 1 distributions. The vector length is
1x100 and is combined with a label vector when input. The
output depends on the training data. The discriminator inputs
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TABLE I. THE ARCHITECTURE OF OUR GAN.

Generator Kernel Size Output Shape
Input : Uniform(-1,1)+C' (n, 100+C)
Dense (100+C, 49152) (n, 49152)
Reshape (n, 3, 16, 1024)
LeakyReLU (o = 0.2) (n, 3, 16, 1024)
Trans Conv2D (Stride = (1, 4)) (1, 25, 512, 1024) (n, 3, 64, 512)
LeakyReLU (o = 0.2) (n, 3, 64, 512)
Trans Conv2D (Stride = (1, 4)) (1, 25, 256, 512) (n, 3, 256, 256)
LeakyReLU (o = 0.2) (n, 3, 256, 256)
Trans Conv2D (Stride = (1, 4)) (1, 25, 128, 256) (n, 3, 1024, 128)
LeakyReLU (a = 0.2) (n, 3, 1024, 128)
Trans Conv2D (Stride = (1, 4)) (1, 25, 64, 128) (n, 3, 4096, 64)
LeakyReLU (o = 0.2) (n, 3, 4096, 64)
Trans Conv2D (Stride = (1, 4)) (1, 25, 1, 64) (n, 3, 16384, 1)
Output : Tanh (n, 3, 16384, 1)
Discriminator Kernel Size Output Shape

Input : Training data or Generated data
Conv2D (Stride = (1, 4))

(n, 3, 16384, 1+C)
(1, 25, 1+C, 64) (n, 64, 4096, 64)

LeakyReLU (o = 0.2) (n, 64, 4096, 64)
Phase Shuffle (n, 64, 4096, 64)
Conv2D (Stride = (1, 4)) (1, 25, 64, 128) (n, 64, 1024, 128)
LeakyReLU (o = 0.2) (n, 64, 1024, 128)
Phase Shuffle (n, 64, 1024, 128)
Conv2D (Stride = (1, 4)) (1, 25, 128, 256) (n, 64, 256, 256)
Phase Shuffle (n, 64, 256, 256)
LeakyReLU (o = 0.2) (n, 64, 256, 256)
Conv2D (Stride = (1, 4)) (1, 25, 256, 512) (n, 64, 64, 512)
LeakyReLU (o = 0.2) (n, 64, 64, 512)
Phase Shuffle (n, 64, 64, 512)
Conv2D (Stride = (1, 4)) (1, 25, 512, 1024) | (n, 3, 16, 1024)
LeakyReLU (o = 0.2) (n, 3, 16, 1024)
Reshape (n, 49152)

Output : Dense (49152, 1) (n, 1)

are either training or generated data. The outputs are data
that have been manipulated by the discriminator layers. We
use the WGAN-GP [14] as a loss function; the discriminator
outputs are used to calculate losses. We employed PhaseShuffle
(Donahue et al. [7]) to generate data effectively. The phases
of the layer activations are perturbed using —n to n samples
before being input to the next layer. We used the weight
initialization method of He et al. [15] to each convolution layer
in both models.

IV. DATA GENERATION

We generated data using the model described above and
confirmed that the data exhibited the characteristics of training
data. We first used an earlier dataset to explore whether the
model could generate similar data. Second, we used acceler-
ation data collected by rubbing real textures with an index
finger. We explored whether the model was valid when the
methods used to collect training data differed.

A. Data Generation Using Lehrstuhl Fiir Medientechnik Hap-
tics Texture Database

1) Training Settings: We used nine textural, three-axis
acceleration datasets (Figure 1) from the Lehrstuhl Fiir Me-
dientechnik (LMT) Haptic Texture Database [16] as training
data; these were the data employed by Ujitoko et al. [9]. The
data were collected by rubbing various textures in one direction
using a pen-type device; the sampling rate was 10 kHz.

Table II shows the hyperparameters used to train the model.
The discriminator input was normalized to a value between
—1 to 1. We extracted 6,000 random datasets, each containing
16,384 sequential points, for each texture, and employed these
for training. We generated a three-axis time-series dataset
featuring 16,384 sequential points. We trained the model for
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Figure 1. Textures that were chosen from the LMT Haptic Texture Database
for this experiment.

40 epochs using a Windows PC with two GPUs (NVIDIA
GTX1080 Ti); training required about 47 hours. We found that
we succeeded in training the model quickly using the general-
purpose GPU and a PC.

TABLE II. THE HYPERPARAMETERS USED.

Name ‘ Value

Batch size 64

Phase Shuffle 2

Loss WGAN-GP

WGAN-GP A 10

Generator updates per discriminator 2

Optimizer Adam (@ =1le-4, 8 1=05, 8 2=09)

2) Results: We drew spectrograms of the training and
generated data (Figure 2) to determine whether they were
similar. We extracted three classes. The three spectrograms
on the left show training data (Ground Truths); the three
on the right display the generated data. We computed the
spectrograms in a wave format using a 256-point short-time
Fourier transform (STFT) with a Hamming window of 256 and
a hop size of 128. All values were normalized to between 0
and 1. The spectrograms show that the generated data exhibited
the characteristics of training data. In particular, the generated
“Bamboo” data were indistinguishable from the training data.
Therefore, the model well-learned the characteristics of the
training data. However, the generated data did not reproduce
the characteristics of “Granite Type Veneziano” ; the generated
data differed from the training data.

Ground Truth
X-axis Y-axis

Generated
X-axis Y-axis

Z-axis

Figure 2. Spectrograms of each labeled class in the LMT Haptic Texture
Database.

B. Data Generation Using Real Texture Data

1) Training Settings: We obtained three-axis acceleration
data by rubbing nine textures (Figure 3) with an index finger
bearing a three-axis accelerometer. “Artificial Grass” was a
spiky artificial grass. “Cloth” was a silky cloth. “Carpet” was
a hard carpet. “Cork Sheet” was a plate-like cork. “Punched
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Plastic Sheet” was a smooth punched plastic plate. “Tile” was
a patterned tile. “Place Mat 01, 02, and 03” were placemats
made from different materials. Figure 4 shows an overview of
the data collection. The collector was one of the authors (male,
24 years of age). All textures were traced from left to right
for 6 seconds at about 5 cm/s. The sampling rate was about
1 kHz. A metronome was used to ensure that the speed was
approximately constant. The angle between the finger and each
texture was about 45°. Each texture was sampled 80 times. We
removed the first and last 1,000 points of sequential data.

We used the hyperparameters employed above (Table II).
We created about 40,000 data points from 10 repeats of each
collected data because the collected data lengths were shorter
than 16,384 points. We extracted 6,000 random datasets each
of 16,384 three-axis, time-series sequential points from the
data on each texture; these served as training data. We trained
the model for 40 epochs using the PC described above; training
required about 46 hours, and was thus relatively fast even
though the data differed from those in the LMT Haptics
Texture Database.

Artificial
; Clom i

Place
02

Punched
Plastic
Sheet

Figure 4. Overview of data collection.

2) Results: Figure 5 shows sample spectrograms prepared
in a manner similar to dataset generation. The data exhibit
the characteristics of training data; all generated and training
data were identical. Therefore, we found that the model can
generate data effectively, even using the training data that is
different from the LMT Haptics Texture Database.

V. THE USER STUDY

To evaluate the quality of data generated by our model, we
presented vibrotactile stimuli to users. We employed the col-
lected data described above as training data. Ten participants
(eight males and two females, age 22-24 years) were enrolled.
The work was approved by the Ethics Committee of the
University of Tsukuba (authorization number 2019R299) and
written informed consent was obtained from all participants.

We performed two user studies. First, we explored whether
vibrotactile stimuli based on generated data could be distin-
guished from those based on training data. The more difficult
this was, the more effectively our model learned the data
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Ground Truth Generated
X-axis Y-axis Z-axis X-axis Y-axis Z-axis

Carpet

Tile

: I w’}\\f[\ u

Place
Mat 03

Figure 5. Spectrograms for each labeled class of collected data. The
spectrogram settings are the same as those of Figure 2.

characteristics. Second, we explored the realism of vibrotactile
stimuli based on training and generated data. We used the
task design of Ujitoko et al. [9] and the vibrotactile display
proposed by Saga et al. [3] (Figure 6 left). A finger pad
was connected via threads to four motors on the four corners
of the tablet. The strings were wound to deliver vibrotactile
stimuli; the X-axis and Y-axis vibrations were independently
controlled. This was appropriate because our model generated
three-axis time-series data. The generated data is not only
applied for 1l-axis vibrotactile displays but also used for
vibrotactile displays that need more types of data like it.
We used the first 4,000 training and generated data points to
present vibrotactile sensations; we were careful to ensure that
data repetition did not affect sensation.

A. Procedure of the User Studies

Figure 6 shows an overview of the user studies and the
vibrotactile display employed. Each participant placed an index
finger on the pad and moved the finger from left to right on the
surface of the display over two different predefined paths; s/he
received vibrotactile stimuli created by test or generated data
and was asked to identify the path that employed generated
data. S/he then rubbed the real texture and scored realism using
a Visual Analog Scale [17]. To control movement speed, we
used a guide bar (on a screen) to indicate where to move. Each
participant followed the movement of the bar; the finger moved
at approximately 5 cm/s. The display order of training and
generated trial data were randomized. We performed 10 repeat
experiments for each texture; thus, each participant performed
90 tests. We explored participant views via a questionnaire.
All experiments were concluded in approximately 1 hour.

Figure 6. Left: An overview of the experiments. Right: The string-based
vibrotactile display.
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B. Result and Discussion

The top panel of Figure 7 shows the correct identification
frequencies ( “Correct answer rates” ) of stimuli created using
generated data. A value close to 50% indicated that a partic-
ipant failed to distinguish training from generated data. Thus,
the closer the value to 50%, the more effective the model.
All values were about 50%. It was not possible to distinguish
the training from the generated data. When completing the
questionnaires, most participants indicated that they could not
distinguish the data. Thus, the model generated data very
similar to real acceleration data. The correct answer rates of
most participants were 40-60% for each texture. Notably, seven
participants exhibited 50% correct answer rates for “Carpet”
(a rough texture).
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Figure 7. Top: The correct answer rate for each texture. Bottom: The realism
of each texture.

The bottom panel of Figure 7 deals with realism; the values
are the averages of all answers. If the values for generated data
are close to those for training data (as was indeed the case for
all textures), the two types of data were similar. The paired
Student’s t-test revealed no significant difference between the
training and generated data for any texture; vibrotactile stimuli
created using generated data were as realistic as those prepared
to employ training data. In contrast, significant differences
between training and generated data were evident for some
textures in the work of Ujitoko et al. [9]. Our model may
generate higher-quality data.

The realism scores were 50-70% for all textures except
“Cloth” and “Tile.” Saga et al. [3] reported realism scores of
50-70% using the vibrotactile display that we employed to
present real textures. Thus, our vibrotactile display performed
well. Turning to the two textures with lower values: “Cloth”
scored poorly because the vibrotactile display did not repro-
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duce the stimuli well. The display preferentially reproduces
rough textures (the fingertip vibrations are large) and, thus,
not silky textures such as “Cloth”. In the future, we will use a
different display. The “Tile” value was low because the stimuli
were weak, explained by the fact that the accelerations were
small. The “Tile” featured a gutter (Figure 3) that affected
changes in acceleration; these were small because the gutter
was shallow and fingertip vibration thus very low. This will
be improved by changing the data collection method and
the display. The bottom panel of Figure 7 reveals almost no
difference between the realism of generated and training data,
even for “Tile” (Figure 5). Therefore, it appears that the
model succeeded in generating data effectively.

VI. DATA GENERATION WITH THE MERGED LABEL

We explored whether the model generated unknown data
when we varied the input label; we performed a preliminary
experiment. We merged two input labels and generated data.
Before we generated data for “Place Mat 03, we merged the
label for data generation based on “Tile” with the “Place
Mat 03” input label. In the “Tile” label, the index for “Tile”
ranged from O to 1. The “Place Mat 03” index was 1.

Result of data generation with a merged label

X-axis Y-axis Z-axis
Value of 5 7
Tile label
(Place Mat 03
label was one)

]

Result of data generation with a single label
X-axis Y-axis Z-axis 0.25

Tile [ 05 | o
WLl » i i 1
Place s T
Matos |l 0.75 o
o ST o
1.0 e
bl .

Figure 8. Spectrograms of all labeled generated signals.

Figure 8 shows the results. The two images on the left show
the data generated using the standard single labels. The four
images on the right show the data generated using multiple
labels. The spectrograms change as the label values vary. The
greater the value of the “Tile” label, the more mixed the data
characteristics become, especially on the X-axis. Thus, the
model is likely to generate unknown data if we manipulate the
input label. We will determine what types of data the model
generates under various conditions.

VII. CONCLUSIONS AND FUTURE WORK

We used GANSs to generate vibrotactile signals. Our GAN
is based on WaveGAN [7] and a conditional GAN [13].
We generated three-axis time-series data; earlier work created
only one-axis data. The model is smaller than the earlier
model. The training was complete in about 46 hours using
a general-purpose GPU and PC. Three-axis data can be used
for vibrotactile displays that are more elaborate than one-axis
pen-type displays. In the user study, we found that vibrotactile
stimuli based on generated data were as realistic as stimuli
based on training data. In the future, we will deliver real
textures using higher-quality vibrotactile displays than the ones
used by Saga et al. [3]. We will also explore whether the
model can generate unknown data when we manipulate the
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input label; our preliminary experiment suggests that this is
likely. We will examine the data generated when we merge
three or more labels.
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Abstract—In recent years, touchscreens have been used all over
the world, however, most of them are without realistic haptic
feedback. Some of them have feedback, but most of them have
vibration direction limited to one direction. Here we propose
a novel rendering method for direction-controlled 2-dimensional
vibration display to present texture information. In this paper,
we proposed a dimension-controlled rendering method of texture
information that enables vibration control in the X and Y-axis
precisely by using lateral force. Further, to improve the fidelity
for large-scaled texture, we proposed to combine image features
information of the textures. We held an experiment to evaluate
the fidelity of the proposed method. The result shows that the
proposed method can present randomized textures and large
periodic textures more precisely than the conventional method.

Keywords—Haptic Rendering; Vibrotactile display.

I. INTRODUCTION

In recent years, touchscreens have been used all over the
world due to the spread of smartphones and the like, however
many of them do not have realistic vibrotactile feedback.
At the research level, several haptic devices using a liquid
crystal panel have been developed. For example, Chubb et al.
developed a haptic device employing friction change induced
by squeeze film effect[1], and Konyo et al. proposed vibration
frequency control and virtual pointer [2]. Wang et al. devel-
oped a sliding system using shear force [3]. These vibration
stimuli realize high reproducibility, though, the direction of the
vibration is limited to one-dimension. This is because it has
been found that receptors transmitting vibrational stimulus in
the skin cannot discriminate the direction of vibration[4]. For
this reason, the direction of vibration has not been regarded
as much importance in the tactile research so far, and most of
them have employed one-dimensional vibration.

However, there is some distribution of the receptors in
the skin. Thus, the input signals from multiple receptors may
induce discrimination of multi-dimensional vibration. In this
paper, we propose a rendering method to reproduce biaxial
acceleration information through our lateral-force-displaying
device using X-axis and Y-axis vibration information. We
report the results of experiments on the reproducibility of
tactile sensation by comparing the conventional method and
proposed one. We propose a novel rendering method to display
multi-dimensional vibration. Further, to improve the fidelity for
large-scaled texture, we proposed to combine image features
information of the textures. We held an experiment to evaluate
the fidelity of the proposed method. The result suggests that the
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proposed method can present randomized textures and periodic
textures more precisely than the conventional method.

II. PRESENTATION OF TACTILE TEXTURE
INFORMATION USING VIBRATION

Many researchers are considering methods of presenting
tactile texture information using vibration information from
various viewpoints [5], [6]. Romano et al. proposed a method
for recording texture on a tablet by recording acceleration,
position, and contact force overtime when touching a texture
with a dedicated tool [7]. Saga et al. proposed a simpler
recording/playing method by omitting the measurement of
pressure and using a compensation method when reproducing
vibration [8]. They reproduce the sense of direct touch by
recording vibration information with fingers and reproducing
the recorded information by using the shearing force presen-
tation device.

III. METHODS

We extend the method of Saga et al. and propose a method
to accurately record the vibration information on the X and Y
axes and reproduce it on our device.

A. Recording phase

The triaxial acceleration sensor (ADXL - 335) is fixed
to the finger with tape and the acceleration information is
recorded from several textures. Since Saga et al. recorded
acceleration information by the audio input, it was recorded
as one-dimensional data. In this research, to accurately ac-
quire three-dimensional data, acceleration information was
processed by a microcontroller, Arduino, which packs three-
axis information as one packet and transmitted to a PC using
serial communication. On the PC, packed vibration informa-
tion was unpacked and recorded by the Processing application.

The acceleration is sampled at 1 kHz. To accurately present
the recorded vibration direction and reproduce faithful vibra-
tions, using correct vibrations which are suitable for the user ’
s movement direction is essential. Therefore, when recording
vibration information, we stored vibration separately not in
one direction but two directions, X and Y-axis. This makes it
possible to more accurately reproduce vibrations not only for
textures that give similar vibrations regardless of the direction
in which the fingers are moved but also for textures with
significantly different vibrations depending on the direction in
which the fingers are moved.

25



ACHI 2020 : The Thirteenth International Conference on Advances in Computer-Human Interactions

B. Display phase

Reproduction of vibration is carried out by using pre-
recorded vibrations in two directions and a shearing force
presenting device. In the presentation phase, vibration patterns
are generated by using the vibration information of these two
directions.

The compensation method used by Saga et al. resampled
the acceleration by using the ratio of the moving speed of the
finger during recording and playing. In our proposed method,
we use a new compensation method extended the method of
Saga et al. in this experiment. The compensation method is
described below.

First, information to be recorded and reproduced is defined
(The superscript D =X, Yrepresents the direction of movement,
r and p represent the phase of record or play).

Z
o )= (22 m

ry

The ¢, shows the elapsed time in the recording phase. The
finger position X, during playing phase is obtained, and the
finger movement speed is derived from the following value.

X (tp) = <x”> 2)

Yp

At this time, the moving speed of the finger during playing
phase ( Xp) is calculated using the moving distance in unit time
AT.

X (% N
PToar T\

Because the elapsed time between frames during recording
and playing phase should be the same, the presented vibration
is calculated using the ratio of recording speed X, and playing
speed Xp.

|XP (tpn ) |

AT 4
Relp)| ) @

al? (tpn-H ) = al'@(tlln =+

In this experiment, the moving speed in the recording
phase, X, = 5 cm/s. In the playing phase, the vibration is
presented using the a? (tp,.1) (Eq. 5), which is a linear joint of
aX anda’ . As shown in Figure 1, depending on the movement
direction, switch the acceleration information. If the movement
vector of the user’ s finger is (&, ), the presented acceleration
a,(t,.,) is obtained using the following formula

o X

ay(tp,,,) = \/ﬁ a; (tp,,,) + p

Copyright (c) IARIA, 2020. ISBN: 978-1-61208-761-0

a;l’/ (tpn+l) (5)

af(t,)

b
”’ |

af(t,)

a¥y(tr)

a/

Finger movement distance

Figure 1. Presentation method of vibration according to the movement
direction of the finger

IV. SUPERPOSITION INFORMATION OF IMAGE FEATURES

The proposed method has a problem that tactile repro-
ducibility decreases for a texture having a certain spatial
frequency (e.g., tiled-floor). Hence the fidelity of the texture
decreases. We considered that the problem is caused by the pe-
riodicity and continuity of the presented vibration. Therefore,
we propose to combine another rendering method to resolve
this problem by employing image information.

A. Recording of image features

To solve the problem in displaying larger periodic textures,
we propose a vibration presentation method using image
fea