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Forward

The fifth edition of The International Conference on Advances in Computer-Human Interactions
(ACHI 2012) conference was held in Valencia, Spain, on January 30"— February 4th, 2012.

The conference on Advances in Computer-Human Interaction, ACHI 2012, was a result of a
paradigm shift in the most recent achievements and future trends in human interactions with
increasingly complex systems. Adaptive and knowledge-based user interfaces, universal
accessibility, human-robot interaction, agent-driven human computer interaction, and sharable
mobile devices are a few of these trends. ACHI 2012 brought also a suite of specific domain
applications, such as gaming, social, medicine, education and engineering.

The event was very competitive in its selection process and very well perceived by the
international scientific and industrial communities. As such, it is attracting excellent
contributions and active participation from all over the world. We were very pleased to receive
a large amount of top quality contributions.

The accepted papers covered a wide range of human-computer interaction related topics such
as graphical user interfaces, input methods, training, recognition, and applications.

We believe that the ACHI 2012 contributions offered a large panel of solutions to key problems
in all areas of human-computer interaction.

We take here the opportunity to warmly thank all the members of the ACHI 2012 technical
program committee as well as the numerous reviewers. The creation of such a broad and high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors that dedicated much of their time and efforts to contribute to the
ACHI 2012. We truly believe that thanks to all these efforts, the final conference program
consists of top quality contributions.

This event could also not have been a reality without the support of many individuals,
organizations and sponsors. In addition, we also gratefully thank the members of the ACHI 2012
organizing committee for their help in handling the logistics and for their work that is making
this professional meeting a success.

We hope the ACHI 2012 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the human-

computer interaction field.

We also hope the attendees enjoyed the beautiful surroundings of Valencia, Spain.
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GPU Based Burning Process Simulation

Ran Jiao, Liu Yonggan, Hao Aimin
State Key Laboratory of Virtual Reality Technology and Systems, Beihang University
Beijing, China
E-mail: ranjiao@gmail.com

Abstract—We present a method of simulating the process of
burning phenomena on generic polyhedral objects. By
mapping the object’s surface to a 2D space, the fire front
expansion can be calculated efficiently on GPU (Graphics
Processing Unit). The state of decomposition is updated
according to the fire front and the consumption of solid fuel.
During the simulation loop, both the fire front and the solid
fuel consumption are updated respectively. In order to achieve
a better performance, most routines of the simulation are
processed on GPU. The entire simulation could run at an
interactive rate on a normal PC.

Keywords-burning; fire spreading model; deformation.

l. INTRODUCTION

Combustion is an important natural phenomenon which
is widely used in virtual environment, such as video games,
industrial simulations, etc. Although lots of researches are
focused on fluid simulation, such as water, fire and smoke,
most of these works are dedicated to fluid simulation itself.
Little attention was paid to fire propagation and the objects
being burnt. In today’s game development, there’s still no
usable technique that can simulate solid combustion.
However, real-time simulation of object's combustion
process is increasingly attracting more attention, since it can
dramatically improve the quality of fire simulation. Although
physics based approach can produce convincing result [1],
it’s still too expensive for real-time application. Most of
modern game engines like CryEngine 3 (game engine
released by Crytek) and Unreal Engine 3 (a widely used
computer game engine developed by Epic Games) are still
using simple deformation animation [2] and particle system
approach [3], which end up with coarse results and requiring
artists to tune every burning solid.

While trying to simulate the process of burning, many
physical concepts are involved. Firstly, the material and the
geometrical structure of the object being burnt can affect the
speed of fire propagation, which will affect the burning
process significantly. Secondly, along with the combustion,
the object will lose combustible stuff and decompose, which
will change the shape of the object and have an influence on
the fire propagation as well.

We demonstrate a real-time simulation method of
burning phenomena on generic polyhedral objects. The main
contributions of this paper are as follows:

e A GPU based algorithm to model the expansion of

fire on polygon surface.
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e Introduce a modified mass-string model to describe
the physical deformation of a decomposing and
burning mesh.

e Raise a method which can detect polygon self-
intersection so as to avoid incorrect rendering results
after topological structure changes.

Most routines of this method could be done on GPU. The
burning state is stored as textures and additional vertex
information in video card's memory. Since all data structure
is stored in textures, nearly all the calculation is able to be
done on GPU. The simulation quality of fire expansion could
be adjusted by simply modifying the resolution of the
burning state texture. The topological structure changes of
the object during the combustion are updated correctly.
Meanwhile, the accuracy of the simulation is not affected at
all. This method can be applied easily to most polygon
meshes.

The next section presents some related work about
deformation, fire simulation and combustion simulation.
Section 1ll introduces a model simulation algorithm,
describing how fire spreads on a mesh. There we will
describe our method and how to process the whole algorithm
on GPU. Section 1V describes the physics model calculating
the deformation of a burning mesh. The overall performance
is excellent since the algorithms of both fire propagation and
mesh deformation are calculated efficiently on GPU. Final
results are presented in Section V.

Il.  RELATED WORK

A. Deformation

Free-form deformation (FFD) is widely used in both
commercial software such as 3D Studio Max and real-time
simulation as an important tool for computer-assisted
geometric design and animation. FFD is firstly developed
by Barr [1] and later improved by Sederberg and Parry [4].
A generic approach is proposed by Milliron et al [5].

Recently, some Laplacian coordinates-based deformation
methods like VGL [6] are developed to achieve better results
for large scale deformation.

B. Fire Simulation

The early models of fire simulation are mostly based on
particle system firstly developed by Reeves [7]. Although
article system is widely used in real-time rendering such as
video games, the result it produces is still not convincing.
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In order to achieve realistic and physics correct
rendering result, physics based fire simulation is developed
by using the algorithm of Computational Fluid Dynamics,
CFD [8]. Jos Stam introduced SPH into computer graphics
in [9], and later he proposed an unconditionally stable model
to solve the Navier-Strokes equation in Stable Fluids [1],
making physics based fluid simulation less expensive.
Although physics based fluids simulation has been studied
for over 20 years, its calculation is still too expensive for
real-time rendering on current PC.

C. Combustion Simulation

Konrad Polthier and Markus Schmies [10] modified
geodesic flow method to make it able to work on polyhedral
surface. Reference [10] computes the evolution of distance
circle on polyhedral surface and develops a method to
visualize the geodesic circle. This method is used in [11] to
simulate the fire front.

Hauyoung Lee and Laehyun Kim [11] used geodesic
flow method to simulate the combustion process on
polyhedral surfaces. In [11], fire fronts are evolved directly
on the surface of arbitrarily complex objects by using
modified geodesic flow method. Wind field model is also
used to achieve animator control and motion complexity.
Combustion process is treated as the propagation of fire front
only, which is suitable to simulate fire spread on terrain, but
cannot achieve complex results. Besides, this method did not
take the decomposition of burning objects into consideration,
which is necessary for most combustible materials.

Zeki Melek and John Keyser presented a burning objects
simulation framework [12]. They simulated flame and solid
separately, and used a heat transfer mechanism to transport
energy between two systems. In flame simulation phase, a
modified version of Stable Fluids [8] approach is used. The
fluid solution is applied to fuel gas, exhaust gas and heat. In
solid simulation phase the burning boundary is firstly
computed by using level set method [13]. Then, a regular 3D
grid is used to represent the decomposition of the solid and
how much fuel left in the solid. If any part of the solid
reaches the ignition temperature, it will start burning and
release fuel to flame system.

Singguang Liu et al. proposed a unified framework [14]
for simulation burning phenomena of thin-shell objects such
as paper, cloth, etc. Fire spreading is modeled as burning
state propagation on NxN cells of a 2-dimension space. They
also proposed a method used to calculate the deformation of
the thin-shell object based on the state of combustion, and
then apply deformation by using FFD. Since the simulation
is processed by CPU, this method can only achieve 10
frames per second.

Ill.  FIRE SPREADING MODEL

A. Mapping

The burning state is composed of two stages. Firstly,
every vertex has its own vertex state which records the
burning state, deformation state, etc. Secondly, for points
inside a triangle, the point state is updated and stored in a
texture, recording how much this point is burnt.

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-177-9

The burning state space is treated as a float texture in our
implementation. In order to use a texture to describe the fire

spreading, a mapping from R® to R? is involved.

Every single triangle of the burning mesh should have its
unique state, which requires the texture mapping should not
be overlapped. In order to meet this requirement, a little
more care should be taken while creating texture mapping.

Since the mapping from R® to R? will create
discontinuous area, artists should also be careful about the
part of discontinuous mapping, because burning state
updating requires the neighboring vertices are also connected
in burning state map.

B. Burning State

For a mapped point on burning state surface, it should be
at one of the three states: normal, burning, and burnt. We
define the burning state of point (X, y) at time step n as

S;‘y. The value of SQy shows how much it has burnt. State

value 0 means state normal, and state 1 means burnt. At the
start of the simulation, at least one point on this surface is in
burning state, and these burning points will ignite nearby
points and spread the fire. If one point has been burnt for a
certain time, it goes to state burnt. Burnt points will change
its appearance and no longer get updated in fire front
spreading and mesh deformation.

After mapping the mesh surface to a 2D surface, the fire
propagation could be implemented as state changing on a
texture.

For a burning state S;‘y” of point (X,Y) at time step
n+1, its state could be approximately evaluated by using the
state SJ‘V of nearby points at time step N. The combustion

state is updated each step by using a convolution in a region
o around the point (X, y)

Sy = I W (u,v)D(u,v)S!,
(u,v)eo
~ > W (u,v)D(u,v)s;,
(uv)
W (u,V) is the weight function, which should be in
inverse proportion to the distance between (x, y) and (u, v).
W(u,v) and area being summed up will affect the

M)

propagation speed. Each time we retrieve a value of SSV a

texture sampling will be invoke, since the burning state is
stored in a texture. A much too big sigma area will
significantly slow down this process. In our implementation
we will sample 16 pixels around point (x, y). D(x, y) is the
propagation speed of fire front:

D(u,v)=C,C,-1+C;-N,, -G)-At  (2)
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(@)

(b)

Figure 1. The burning process on the burning state map. Burning state texture is showed in (a), the color of the texture represents how much it’s burnt:
black is not ignited yet, white is burnt. The burning speed and quality could be adjusted by using parameters. After mapping the burning state texture to the
mesh, it could be used to calculate the color and vertex position, demonstrated in (b).

G is the direction vector of gravity, and N, is the
normal direction of point (u, v). C is a constant parameter

which controls the overall burning speed, and Cg is a
constant parameter about how much the burning speed is
affected by burning direction. We introduce gravity direction

G here for the reason that the flame is always burning
against the direction of gravity, and the burning speed is also
affected by the angles between surface normal and gravity

direction. C,, stands for the material multiplier for point

(u,v), which is stored in a texture to describe the burning
speed for every point on the mesh surface.

As all calculation above is manipulating texture, it is easy
to have this whole process implemented with GPU
acceleration. This makes our implementation far more
efficient than Liu’s in [14].

IV. DEFORMATION

A. Modeling Deformation

The burning mesh is deformed by two forces: the string
force Fs caused by nearby solid surface's deformation and
the decomposition force Fp caused by the consumption of
inner solid fuel:

F =aF, + fF, 3)
o and [ are parameters of object material, which
demonstrate how much these two forces should affect the
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object. In our final result, we employ o = 0.5 and £ = 3.0,
making a wood like burning deformation.

Fs is composed of structure force, shear force and
flexible force [15]:

FS = Fstructure + I:shealr + I:ﬂexion (4)

The consumption of solid fuel is calculated and stored
while updating the burning state. Using this information of
fuel consumption, we can calculate the force applied to the
mesh caused by the decomposition.

Consider a small part of a burning mesh demonstrated in
Figure 2. we can resolve the movement of vertex A caused
by decomposition by calculating how much its volume
changes:

AB,=B,-B,
= D¢ - (Vageoe —Varecoe) ()
~ D¢ - PPy - Seeoe
The B, represents how much the fuel is left, P, and
P, are the vertex's original and transformed position
respectively. Vagope and Vpepe are the volume of the
origin and transformed area. D, is the density of the fuel,

and Sg.pe is the size of polygon BCDE. The consumption

of the solid fuel is approximately evaluated by measuring the
distance the vertex has moved.

According to (5), P,P, could be resolved:
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AB,
Dc 'SBCDE

By using the normal vector N, , we can approximately
get the offset vector:

| PAPA' |z (6)

Figure 2. The deformation is calculated by evaluating how much solid
fuel lost after vertex A moved to A' caused by decomposition.

According to the classic physical theory, we can get this
equation:

F,=m-a
7
dPA:%a-dt "

Where m is the mass of mesh in Figure 2, a is the
acceleration, and dt is the time step in our simulation. Then
we can get Fy:

Fo=m-a
2dP, ®)
at

In our implementation, the burning state is stored in a
texture so that we can use GPU to calculate the fire front’s
expansion. So we need to sample the burning texture
according to adjacent triangles’ size.

Before each frame’s deformation, we downsample the
burning state map into n stages by halving the texture
resolution. For each of these textures, the size a pixel

S
represents is wh -2"  and we can find a n' satisfying this
W.

equation:

Sy 2" <S,k< hzw+1 9)
w-h w-h

Where K is the how many pixel need to be sampled. K

is the number of pixels we sampled in equation (1), in our

implementation K = 16. w and h stand for the width and

height of the burning state texture. By sampling the n'th

burning state texture we can know how much fuel is used

and get AB, for (6).
After getting both Fy and F, we can compute how
much this vertex should move along its normal direction.
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Since the area size is used in (7), we need to precompute the
area size of the mesh before rendering, and pass it to the
video card as vertex attributes. The normal vector of the
vertex should also be updated as the faces are all deformed.

B. Topological Changes

Along with the combustion process, the topological
structure might change. We use a simple method based on
video cards' graphical pipeline function to avoid incorrect
rendering results.

Assume an object with two points P, and P,, which face

the opposite direction. At the beginning, they do not cross
each other, but after being burnt, the vertices will be pushed
backwards according to their normal vector and burning state.

On certain condition, P, and P, may get crossed as

demonstrated in Figure 4. This will certainly ends up with
incorrect rendering results. However, this could be fixed by
adding a special pass to the rendering loop.

Solid
Air Solid Air
[ ® P1
P1 P2 P2
(a) normal (b) burnt

Figure 3. Combustion caused topological structure changes. Considering

eyes looking from right to left, P, in (a) should be the front face, and P, on

back face. After burnt P, might goes to the back of P; in (b). Red area in
(b) will cause incorrect rendering with normal rendering routine.

A special Z-Pass and a depth test are introduced to
eliminate incorrect rendering results caused by topological
changes. In render loop, Z-Pass is used just after updating the
burning state. Both front and back faces are rendered and
have their depth written to a render target with depth test
turned on. If a front face gets blocked by a back face just like
what happens in Figure 4(b), the render target will have the
back face's depth (it’s also the nearer face) saved.

During the rendering pass the back face cull is turned on,
and each vertex's depth value is compared to value stored in
render target. Pixel in red area of Figure 4(b) will have
further depth value than that we stored in Z-Pass, which
means it has already crossed the face of another size, and this
pixel will be discarded.

In our approach to cull incorrect pixels, self-collision
detection is changed into a screen space problem. Since our
technique used to detect topological changes can be
implemented as a simple post-process, it won’t be affected
by mesh’s vertices count and will run very fast on GPU.
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(d)

Figure 4. Combustion simulation of a bunny. The bunny mesh is composing of 4000 vertices and a 1024x1024 burning state texture.

V. RESULTS

Using the method we have introduced, we are able to
simulate various kinds of burning meshes. The simulations
are ran on Nvidia Geforce GT 425m, Intel Core i5 (2.53G
Hz), 4G RAM and 1024x768 screen resolution. A 256 x 256
burning state texture and a mesh of 4000 vertices are used in
scene and we got more than 100 fps. The result is simulated

with @ =02, #=1.0, C,=03, C,=0.1.

The whole process is shown in Figure 3. We initialize the
burning state with a small area already burning on bunny’s
back, and the fire spreads all over the mesh. Together with
the burning process the mesh also shrink and deformed. You
can see the fire combustion process is like the one in [14],
but utilized on a normal solid mesh with much better
performance.

TABLE |. PERFORMANCE

(b)

eunngsae | M Tne G
Texture Resolution Count Front Collision Deformation
iz | |2t a5 |
2561256 0002549 s
121612 3000|2550 s
1024002 | 51006570 s

The performance with different state texture resolution
and different mesh for algorithm described in this paper is
listed in TasLe I. The performance of fire front and self-
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®

collision calculation is almost not affected by mesh vertices
count, because both of them are screen space algorithm. The
overall performance benefits a lot from GPU’s parallel
computing capability, it’s easy to render more than 100
frames per second.

VI. CONCLUSION AND FUTURE WORK

We have proposed a method of simulating combustion
process of general polygon mesh, and it is able to be applied
to most meshes. This method can run much more efficiently
than similar methods in [11] and [13], since all calculation is
done by GPU and only the deformation algorithm is affected
by the scene’s complexity. In order to have topological
structure change processed more elaborately, the mesh self-
intersection could be calculated by using physics engines
such as Nvidia PhysX, and recalculate the topological
structure of vertices and triangles. Other deformation model
could also be used to simulate the decomposing process of
burning mesh. In our work we focused on fire expansion and
mesh deformation rather than the fire simulation along with
burning. In order to render fire during combustion process,
the burning state could also be used for fire simulation. Wind
field [16] could also be used to control the burning process
and would produce more realistic result.
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Abstract—In this paper, a framework of context-dependent
behavior interpretation in interactive storytelling system is
proposed. A user can act as one of the role characters in a story
to interact with other virtual characters in the system. We
implemented two levels of action interpretation: activity and
behavior. A Microsoft Kinect sensor is used to acquire and
recognize user’s activities in terms of the information of its
body joints that will be trained by a pre-learned model. Then,
with multiple-context modeling and the recognized activities, a
dynamic Bayesian network is adopted to disambiguate user’s
behaviors in terms of his intentional and subgoal structure.

Keywords-interactive storytelling; behabior interpretation

I INTRODUCTION

In interactive storytelling, it’s important for users to play
some active roles and interact with the storytelling system.
Past researches, for example [1], allow a user to play the role
as one of the virtual characters in the cast; the user is
projected into the virtual world by mixing the user image
into the virtual world on a screen, and then the system
interprets the user’s actions based on the user’s utterance and
gestures. However, in storytelling, due to the variations of a
plot, the same user’s actions can imply different meanings
under different contexts. Without proper background
contexts, it is difficult to interpret the behavior of a virtual
agent due to the ambiguities of the actions. So in this paper,
we propose a system that could recognize the user’s
activities and interpret their underlying intention using the
background context information in the virtual environment.
The Microsoft Kinect sensor is used to capture the user’s
action images in the real world and so that a 3D virtual
character in the virtual world can be controlled and directed
by the user via “natural” interactions. Once the activities are
captured and recognized and with the aid of multiple context
models, a dynamic Bayesian network is used to interpret the
user’s action further in terms of the intentional and goal
structure of the user which we call it the behavior level of
action interpretation.

The remaining of this paper is organized as follows:
Section 2 describes some related works of interactions in
interactive storytelling games. Section 3 describes the
presented scenario. The proposed architecture is described in
Section 4, and the detailed context definitions are discussed
in Section 5. The method of recognizing user’s activities is
described in Section 6 and Section 7 describes the method of
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interpreting user’s behavior. Finally, we summarize the
presented work in Section 8.

1.  RELATED WORK

In 2001, Charles, Mead, and Cavazza [2] proposed a
system that uses an unreasonable concept to interactive with
the storytelling system, they called it user intervention.
Instead of directly interacting with the virtual characters,
users play a role like a god and hide important virtual objects,
which the virtual character will look for. The missing of
important virtual objects forces the system to re-plan in order
for the virtual character to achieve his final goal. In 2004 [1],
they improved the way of interaction; a user is allowed to
play the role as one of the virtual characters in the cast. The
user’s actions are interpreted based on the user’s utterance
and gestures; however, the action interpretation in their work
didn’t take the variations of contexts into account. In 2010,
Doirado and Martinho [3] proposed a system that allows a
user to interact with the virtual world and a virtual observer,
a virtual dog and detects the user intentions while the user
moves; however, in their work, the system achieves the
interpretation based on the distance measurement only. In
this paper, we aim to interpret the user’s actions based on
higher level information, that is, the contexts.

I1l.  DESCRIPTION OF THE SCENARIO

The scenario of the story presented in this paper is based
on a famous Japanese detective comic. Phantom Thief Kaito,
a well-known thief, using a fake name, Sot, to work as a
butler in the house of Duke Edward. One day, Duke Edward
found that one of his antique paintings was missing, so he
hired Conan, a brilliant detective, to investigate this crime.
After a few days, Conan found that there were three suspects
involved, the butler Sot, the female servant Susan, and the
guard Alex. The main theme of the story scenario is for the
major character, the detective Conan, to investigate this
criminal case and find out the actual thief.

Fig. 7 shows an example of the subgoal structure that
may be used by the detective. The main goal of the detective
is to find out the thief and the detective has two sub-goals,
collect evidence information (“Collect Information” goal)
and conclude the criminal case (“Conclude Case” goal). To
collect sufficient evidence information, the detective needs to
interrogate the three suspects (“Interrogate Suspects” goal)
and examine the house (“Examine House” goal) to collect
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Figure 1. System architecture proposed in the paper.

objective evidence. In this paper, we assume the user play
the role of Conan, the detective, and therefore, the user’s
activities will be captured via a camera and interpreted by the
system.

IV. SYSTEM ARCHITECTURE

The architecture of the proposed interactive storytelling
system is shown as Fig. 1. The system consists of three
modules: the activity recognizer, the behavior interpreter,
and the story world. The functions of each module are
described as follows:

e Activity Recognizer
The activity recognizer generates the recognized activity
for the behavior interpreter. The user activity is captured
via Microsoft Kinect sensor, and then Microsoft Kinect
SDK [4] is used to recognize the joints of user’s body.
The activity recognizer records the joint data until a pre-
defined activity is detected and recognized. The output of
this module, the recognized activity, is then sent to the
behavior interpreter. In this paper a behavior is defined
by an activity with semantic meaning in terms of goal
and intention.

e Behavior Interpreter

The behavior interpreter manages the context change

according to the story plot and the recognized activities

and interprets the recognized activities based on the
context information. The detailed interpretation scheme

is discussed in Section 6.

e Story World

The story world in this paper is implemented using

Unreal Development Kit (UDK) [8]. A virtual world map

is implemented that has two rooms, a lobby and a small

kitchen in the house of Duke Edward, shown as Fig. 2.

The virtual characters are implemented using Autodesk

Maya [5] and then imported into Unreal Development

Kit, as shown in Fig. 3.

V. CONTEXT DEFINITION

The contexts used in this work are classified into five
categories: temporal context, spatial context, social context,
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emotional context, and behavioral context. Following is the
detailed definition for each type of context.

e Temporal context and spatial context, including state
and location, evolves according to the storyline.
State is defined as the node in the hierarchical task
network, as in Fig. 7, and location is the place where
the detective is, a lobby or a small kitchen in the
house of Duke Edward.

e Social context is defined by role and relation. Role is
a set of pairs, {(name, role), ...}, that denotes each
character’s social role and relations in a storyline; for
an instance, {(Conan, detective), (Sot, butler)}
means the Conan is a detective and Sot is a butler.
Relation is a three-element set, {(hame, name’,
relation), that describes the social relation between
characters; for an instance, {(Sot, Alex, colleague)}
means Alex is Sot’s colleague.

e Emotional context denotes the feeling state of
characters; the feeling of a virtual character is
indicated as a set of pairs, {(hame, feeling state), ...},
and the value of feeling state is one of the eight
primary emotions proposed by R. Plutchick [7] plus
the neutral emotion. The eight primary emotions are
joy, sadness, fear, anger, surprise, anticipation, trust,
and disgust. In this work, the emotional context is
evolved while the system recognizes a user behavior
successfully and its value is designed in the
background story beforehand.

e Behavioral context identifies the activity of a
human-played character. This context is composed
of recognized activities and its target character or
object of this activity, (activity, target). Fig. 4 shows
an example of contexts.

Figure 2. A scenario scence of virtual world.

Figure 3. Virtual characters are imported into Unreal engine.
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Spatial/Temporal Context:
- location: lobby
- time: evening 9 PM
Social Context:
- role: {(Conan, detective), (Sot, butler), (Susan,
Servant), (Alex, guard)}
- relation: {(Conan, Sot, authority), (Conan, Susan,
authority), (Conan, Alex, authority), (Sot,
Susan, colleague), (Sot, Alex, colleague),
(Susan, Alex, colleague)}
Emotional Context:
- feeling: {(Conan, neutral), (Sot, neutral), (Susan,
neutral), (Alex, neutral)}
Behavior Context:
- activity: approaching
- target: Sot

Figure 4. Aninstance of a context.

Figure 5. Relation among contexts.

Temporal and spatial contexts may be changed by the
storyline and this change may result in different social and
emotional contexts; for instance, once the detective knows
that Sot is the thief who stole the painting, the main social
role of Sot is changed from a butler to a thief. The change of
main social role may cause feeling state to evolve; after the
detective figures the crime out, the feeling state of the thief is
changed to fear. Behavioral context differs from other
contexts; it can be viewed as an independent one since its
value is triggered by the user’s activities.

Figure 5 shows the relations between different types of
contexts. The changes of temporal or spatial context may
trigger the changes of social, behavioral, or emotional
context. The social context and the emotional context can
influence each other. Under some situations, the behavioral
context may be influenced by social or emotional context;
however, in this paper, the behavioral context is triggered by
the user’s activities, so dotted line is used to represent that
the change may not happen in this work.

VI. RECOGNIZING USER ACTIVITY

To recognize the user activity, three steps are necessary.
First, body joints of a human need to be captured and
recognized. Microsoft Kinect sensor is used to capture the
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Figure 6. Result of connecting Microsoft Kinect and UDK.

body joints and NIUI is used to connect Kinect sensor and
UDK; NIUI stands for OpenNI/Kinect API for UDK [6]. The
result of connecting Kinect and UDK is shown as Fig. 6. We
train the recognizer using machine learning techniques, for
example, boosting or SVM. Finally, the model is used to
recognize the activities and the recognized result is then sent
to the behavior interpreter as an input of behavior context.

VIl. INTERPRETING USER BEHAVIOR

The same user’s activities can imply different intention
under different background contexts. For example, if the
detective approaches the butler at the investigating stage, it is
more likely the detective wants to interrogate the suspects; if
the detective approaches the butler at the case conclusion
stage, it means the detective already knows the butler is the
thief who stole the painting and he is trying to catch the
butler.

Bayesian network has the advantage that each node’s
conditional probability distribution can easily be estimated,
but the traditional Bayesian network cannot handle temporal
data, that is, the new coming data cannot have any
contribution to update the model. In interactive storytelling,
contexts change over time, so in order to interpret the user
behavior at anytime correctly, a dynamic Bayesian network
is more appropriate than traditional Bayesian network. To
model a dynamic Bayesian network, four parameters need to
be defined:

e Hidden state, Q, specifies various context states we
want to interpret; in our contexts, hidden states are
defined by a set of context states. Based on the
contexts, the system could interpret the user’s
activities in terms of the goal states of the detective
defined in Fig. 7.

e Transition model is represented by the transition
probability distribution functions (pdfs), P(QQt.1, A);
Q: and A are the hidden state and action at time t
respectively.

e Observation model, P(Y{Q), specifies the
dependency of the observation nodes according to
the hidden nodes at time t; Y; is the observations at
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time t. In this work, observations are defined by a
subset of contexts; that is, Y; is the sensed contexts at
time t.
e Initial state distribution, P(Q), represents the
probability distribution in the beginning of the story.
The dynamic Bayesian network is to find the probability
distribution of the corresponding hidden states given a set of
observations at time t, as in (1).

P(qt | yt) = rt/zqt I -

where ¢ is a set of t consecutive observations, y; is a set of
the corresponding hidden states, and the equation of r; is in

Q).
r="P(y, Iqt)'qu(P(qt 10y a) P(qt—l))'

The user behavior interpretation may face the problem of
ambiguity; to reduce the ambiguity, the hidden node g, with
the highest probabilities in the dynamic Bayesian network is
chosen as the most appropriate interpretation.

VIII. CONCLUSION AND FUTURE WORK

In this paper, a framework of context-dependent behavior
interpretation in interactive storytelling system is proposed.
This paper aims to propose a new way to interact with the
storytelling system and adds the context-dependent behavior
interpretation into interactive storytelling. Thanks to the
release of the Microsoft Kinect, now it’s convenient for
researchers to implement an interactive system with body
movement. Also, dynamic Bayesian network allows the
changes of the plots to be triggered by a user who acts as one
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character of the cast and can update the probability
distribution of states under various context change and thus
support the reasoning backward and forward among hidden
states, actions and observations along a sequence of activities;
it supports the system in interpreting the user behavior at
certain accuracy if the model parameter information is
collected to some extent. Hence, the proposed system has
high feasibility to provide a new interactive experience in
interactive storytelling.
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Abstract — This paper will report on an ongoing project which
aims to develop video games for language learning through a
user-centered and evidence-based approach. Therefore, co-
design sessions were held with adolescents between 14 and 16
years old, in order to gain insight into their preferences for
educational games for language learning. During these
sessions, 11 concepts for video games were developed. We
noticed a divide between the concepts for games that were
oriented towards formal language learning (e.g. exercises on
vocabulary) and video games that were centered around
communication with other players or in-game characters.

Keywords - co-design, user-centered, games, language learning.

l. INTRODUCTION

Nowadays, video games are no longer designed solely for
entertainment purposes. The resurged interest in serious
games shows that many areas can benefit from the engaging
experience that video games offer. For instance, video games
have been designed to help people in various therapeutic
contexts [8, 27], as well as for explicitly educational
purposes [21, 22, 26]. In the field of Computer-Assisted
Language Learning (CALL), games have been developed
specifically for language instruction [12, 13, 20], and have,
to a more limited extent and much more recently, been
subjected to empirical research [4, 14, 18, 24].

One reason why games may be particularly suited for
language learning is that many aspects of video games, for
instance problem/puzzle solving and scoring, are also present
in language learning [16].

On a broader level, language fulfills a meaningful role in
games so that players have to use it as a resource to advance
in the game, which resembles the way language is used in
functional approaches to language teaching [7, 17]. For
instance, in many games language plays an important role in
the interaction between the user and the game, e.g. through
game scripts and in-game dialogues, and players need to
comprehend and/or use language in order to approach goals
which are meaningful for them. Also, with the recent rise of
massively multiplayer online games (MMOGsS), language is
a crucial means of communication between players of
different linguistic and cultural backgrounds, who need to
communicate effectively in order to achieve collaborative
goals [25].

It may be argued that precisely because of this apparently
natural link between games in which dialogue, narrative and
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communication play a significant role and the currently
predominant pedagogical focus on functional approaches to
language instruction, little research has been devoted to
mini-games. Mini-games are small, self-contained games
which usually take a short amount of time to complete and
which focus on a specific topic [6]. Mini-games are
ubiquitous, and have been developed for several purposes,
such as for education [6], to offer distraction, [15, 23] and as
part of regular video games, for example, small puzzles or
simple sports mini-games that are embedded in the Final
Fantasy RPG series [23]. In contrast to video games that
have traditionally been developed for personal computers
and gaming consoles, mini-games can also be found on
mobile phones and the web.

Due to their relatively limited size and complexity, mini-
games are less expensive, which is an advantage considering
the limited budgets of serious games. Furthermore, mini-
games can be easily reused in other contexts. This might
make them particularly suitable for formal language
instruction, especially for explicit vocabulary and grammar
training, which often feature short and repetitive exercises.
However, little is yet known about how language learners
might respond to such games, apart from the fact that
learners from a difficult socio-cultural background seem to
prefer them over fully immersive games [10].

If it were not challenging enough to design full video
games for foreign language instruction that are both effective
in terms of language acquisition and at the same time are
motivating [17], designing mini-games explicitly for foreign
language teaching is probably even more of an ordeal. It is
conceivable that from the perspective of a learner/player,
certainly if (s)he plays voluntarily, gaming is an end in itself
rather than a vehicle to learn a language [11]. Hence,
language learning exercises should not merely be disguised
as a game, but integrated as part of a game that is fun to play.
As a result, it is mainly whether the learner perceives an
educational (mini-)game as a game that determines it will be
used as such, not what teachers or instructional designers
intend to do with it. Primarily, players should want to play
the game for pleasure instead of for other reasons.

However, what is needed to create a language learning
game that delivers a foremost fun and engaging experience
remains unclear. For the design of educational mini-games,
this is complicated by the fact that in mini-games the focus is
on language as a formal system, which might be less
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motivating than when the focus is on language as
communication. This underlines the need for a user-centered
approach in designing such games.

Therefore, in the study reported in this paper, we set out
to examine what it is that makes a game for language
learning engaging and something the learners want to play
for the sake of fun alone. The study specifically focused on
second language learning for adolescents and the needs of
these learners concerning fun and engaging educational
games for language learning.

Discovering needs of the learner: co-design

To design an engaging game experience, it is essential to
understand the needs of the people who will play the game
in the future. Sanders [19] describes three perspectives from
which a person’s experience can be explored.

The first perspective is to listen to what people say and
think by using methods from the market research field such
as questionnaires, focus groups and interviews. However, by
only listening to what people say, important information is
missed. People often forget essential details when
explaining their day to day business to others and do not
know what information is important for the design process
[9].

The second perspective is to look at what people do.
Different methods from the user-centered design field can
be used to observe what people do and use. This way, more
insight can be gained into the details of what people do, how
they do it, and, for instance, how their environment restricts
them in what they do [9].

However, to create a game that is truly engaging, it is
necessary to also understand what people know, feel, and
what they dream of. This information is hard to uncover as
it may not readily be expressed in words, or cannot be
observed as it might, for instance, be about latent needs.
One way for researchers and designers to get insight into
these aspects of experience, Sanders [19] argues, is to have
people expressing their thoughts, feelings, and dreams by
making artifacts (see Figure 1).

What people:

Figure 1. Sanders: “Ways we can learn from people” [19]

One way to do this is through co-design sessions in
which users create things together with designers and

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-177-9

researchers. By exploring ideas and concepts together and by
making and evaluating artifacts, users communicate directly
with the designers and researchers. The artifacts that are
made can be considered low fidelity prototypes of the future
application. Co-design is a method to gain insight into the
participants’” ideas and point of views on certain topics,
language learning in games for instance, through the use of a
creative process. The results should not be regarded as
finished designs. Nonetheless, for social scientists and
human computer interaction researchers, co-design can be a
real valuable asset in discovering the needs of end-users.

In order to gain as much as possible from co-design it
has been found that creating multiple prototypes is more
effective than creating a single prototype. A study by Dow
et al. [5] showed that when it comes to the design outcomes,
exploration, sharing, and group rapport, creating multiple
prototypes was the better option.

Il.  METHOD

A. Participants

A total of fourteen adolescents participated in the study. Two
sessions were held. One session in the forenoon, which
consisted of eight participants, and one afternoon session, in
which 6 adolescents participated. All participants were
between 14 and 16 years of age, only one of the fourteen
participants was a girl. Twelve of the participants were in
general secondary education (called ASO in Belgium), while
two participants were from the technical secondary education
(TSO). The participants were recruited through online
forums, electronic newsletters, paper flyers and posters.

The eight participants of the first session played on
average 41 minutes a day. Two of these participants stated
that they never played videogames, while four played games
more than one hour a day. The six participants of the second
session played on average 1 hour 35 minutes. Two of the six
participants played three to four hours a day, while the others
played more on weekend days.

B. Procedure

Two sessions were held; each session lasted approximately
three hours. Each session consisted of an introduction
round, a group discussion, a game design round, and a
concluding group discussion. This procedure was selected to
follow the typical cognitive process of creativity as closely
as possible. This process is typically divided into four or
five different stages [1, 2, 3].
1) Introductory round)

Using a slideshow presentation the topic at hand and the co-
design methodology were explained briefly to the
participants. Then, examples from previous co-design
sessions were presented. These examples were taken from
domains other than language learning, in order to prevent
possible biasing the creative thinking of the participants.
The introduction took around 15 minutes.

2) Group discussion

12



ACHI 2012 : The Fifth International Conference on Advances in Computer-Human Interactions

After the introduction the participants were split into two
groups consisting of three or four participants. Two
researchers joined each group and started a short moderated
group discussion, in which current language learning
practices, both formal and informal, as well as their general
experience with learning through games were addressed.
This group discussion was intended as a °‘sensitizing
activity’, which is a typical first stage in a creative process.
This group discussion lasted 20 minutes.
3) Game design round

Each group was asked to come up with three game concepts
and created low fidelity paper prototypes of these concepts
using the available materials (see Figure 2). The participants
got one hour to create the three prototypes. The prototypes
by no means had to be complete designs.

No explicit instructions were given whether the
participants had to create mini games or regular video games.
We did not want to limit the participants to only develop
mini games, in order to provide them with an opportunity to
think freely about games for language learning. However,
when a group of participants had come up with two concepts
that were clearly regular video games instead of mini-games,
the researchers stimulated the participants to make their third
design a mini game.

When looking at the different stages of the creative
process [19], this round resembled the third stage,
inspiration. In this stage, possible solutions or new insights
typically occur. The second stage, incubation, was not
present in our study due to practical concerns, as the
sessions were scheduled on one day.

Figure 2. Creating a video game prototype

4) Group discussion / interview
After the game design round, the two groups of participants
were asked to present their prototypes to each other and the
researchers (see Figure 3). The participants in the other
group could ask questions, comment on the prototypes, and
had to pick the best design in their opinion. The researchers
asked questions to clarify the design choices. After both
groups had presented their prototypes, a group discussion
was started that revolved around a number of pre-defined
topics such as user-oriented and personal goals within the
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game, the role of the teacher, context and the use of the
video game.

The group discussion can be seen as an activity that
represents the final stage, transformation, in a creative
process [2]. An evaluation takes place during the
transformation stage, to decide whether an idea is valuable.
The ideas are elaborated upon to validate and communicate
them with the rest of the group. This discussion took about
an hour.

A = }
Figure 3. Prototype presentation and group discussion

1. RESULTS

The created game concepts were varied and demonstrated a
range of elaborateness. Some concepts were original, whilst
other concepts adhered more to generally known game
concepts or game genres. In general, two major categories
could be discerned. On the one hand, games that were
focused on formal learning, the principle of language
learning with, for example, vocabulary exercises. On the
other hand, game concepts were created that used language
as a means of communication. In the following two sections,
we will give an overview of these two categories.

A. Games for formal language learning

Three of the game designs that were created, were aimed
towards formal language learning. These games shared the
following characteristics: focus on vocabulary, immediate
feedback, limited time requirement, and little or no narrative.

These characteristics will be outlined based on one of the
game prototypes that was developed, the cannon-versus-
monsters game (see Figure 4). In this game, the player has to
translate a word as quick as possible in order to prevent
monsters, descending on a narrow path, to reach the player.
The number of bullets a player receives depends on the
length of the assigned word. For instance, a four letter word
that is correctly translated gives the player four bullets to
eliminate the approaching monsters (see Figure 4). The
difficulty level gradually rises with each stage, offering the
player more challenging words to translate, but also offering
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more bullets and useful power-ups (any item that temporarily
gives a character new abilities, new powers, or a statistical
bonus).

As said above, three of the game concepts focused on
vocabulary. In the cannon-versus-monsters game, for
instance, the goal is to survive as long as possible by
correctly translating words. In the other two game concepts,
vocabulary also is the main language learning topic, as
players have to translate words, recognize words or associate
them with other words.

Feedback in the cannons-versus-monsters game is
provided immediately to the player. Every time the player
fails to translate a word, the monsters come closer to the
player’s home, eventually destroying it when the monsters
come near enough. Thus, it is obvious that it is crucial that as
many words as possible are translated correctly. When the
player fails to translate a word, the consequences are
instantly visible as the monsters further approach the
onscreen character of the player. In the other two game
concepts focusing on vocabulary, players also instantly lose
a live or turn when making a mistake.

The cannon-versus-monster game revolves around the
relatively simple goal of keeping the monster away. By
translating words correctly ammunition is earned that can be
used to shoot the monsters. No further narrative or plot was
provided as context for the game. This characteristic was
shared by the other two game concepts that focused on
vocabulary. These games had a very limited, if not, non-
existent story line.

Finally, as the cannon-versus-monsters game concept and
the other two game concepts focusing on vocabulary were
relatively simple and short games, they did not require a lot
of time to complete. Thus, these games could easily be
played in situations where little time is available. Participants
commented in the group discussion that because of this, the
games could be used at school as part of language learning
classes.

Figure 4. Drawing of the cannon-versus-monsters game concept

B. Games and language as communication

Six of the games concepts could be characterized by their
focus on language as a means to communicate in the game.
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Players needed to communicate to progress through the
game. When compared to the three game concepts that
focused on vocabulary, these concepts were more complex
and contained an elaborate narrative, provided less
immediate feedback, and were more time consuming. These
characteristics will be discussed by looking at one of these
Six games concepts, an adventure game, in more detail.

In this adventure game, the player has to get from Paris,
France, to Los Angeles, USA, to visit his sick mother. To
achieve this, the player has to communicate with other game
characters or other non-player characters. Thus, language is
the means to get to the end goal. Through dialogues and
creative use of language (e.g. asking for a lift, lure opponents
into traps, persuasion, deceiving, ...), the game character
progresses through the game.

The game concepts that focus on communication were
more elaborate that the game concepts that focused on
vocabulary. While the vocabulary game concepts contained
no or very little narrative, whereas the narrative was very
important, and much richer, in the games focusing on
communication.

A consequence of the focus on communication and the
related, more elaborate, narrative is that the feedback is less
immediate than in the games that focus on vocabulary. While
in the cannon-versus-monsters game, the player immediately
receives bullets to keep the monsters away, or sees the
monsters approaching further after each mistake, the
progress in the games focusing on communication is less
immediately visible. Although the end goal is clear, the
player only slowly approaches this goal; the rewards lie on a
higher level.

Finally, compared to the games focusing on vocabulary,
the game concepts with a focus on communication are
relatively complex and therefore required more time to play.
The player has to have a period of uninterrupted time
available to play. This would make these games, according
to our participants in the group discussion, more suited for
playing at home.

Figure 5. Free roaming game

C. General characteristics

Based on the game concept prototypes, we could discern a
number of general characteristics for the games developed
by our participants. Four of the eleven games had a
multiplayer mode. In a number of games, this feature was
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not explicitly mentioned, and was open for interpretation. Six
of the games incorporated a social component, like the
ability to share high scores with friends, and communicate
via voice chat.

The choice of the platform (computer, console, mobile)
was not specified for most game concepts. Some games were
thought to be more suited for a specific platform than others,
with game concepts ranging from a traditional mini-game on
a desktop computer, to an augmented reality game on a
mobile phone.

Concerning reward mechanisms, different concepts were
developed by the participants. This ranged from simple
scoring systems, e.g. traditional high scores, to more
complex rewarding mechanisms, where the player could gain
experience points on different levels.

D. Context — instruction — in game feedback

The context where one could play a game differed also
between the various games. Three games were found to be
more suitable by the participants for home and school usage.
One game they would rather like to play in a home context.
For the majority of game concepts, the participants did not
define the ideal playing context.

The participants also indicated that in-game feedback
mechanisms were of certain importance. They found it
important that there is a kind of feedback present in games,
for example when the player is stuck. Feedback mechanisms
varied from a built-in translator to an in-game character that
aided the player as an interpreter for foreign languages.

IV. DISCUSSION

This study indicated that there is a divide in games for
language learning. On the one hand, our participants
developed games for formal language learning that
resembled the definition of a mini-game [6]. On the other
hand, we discerned games that focused on language as
communication. Nevertheless, we were surprised to see that
none of the games focusing on formal language learning
dealt with grammar.

As we already pointed out, some games were more
focused on learning vocabulary, formal learning, while the
other games were based around communication. This finding
is not necessarily a disadvantage for the design of
educational games for language learning, but confirms that
games could be used as a medium to create a need for the
language learner to accomplish objectives that lie outside the
language itself. We could use the game concepts that were
developed to identify these needs and incorporate them in an
additional layer around the games.

Our study posed a number of limitations. First, there was
the sample that consisted mostly of adolescents of the same
school level (general secondary education). As our study had
no intention to generalize these results to a larger population
(all school levels), the limited sample did not pose a threat
for the explorative nature of our study. The participants were
mainly male adolescents. We suspect that they were more
prone to react to our message. We did, however, spread the
recruitment message via numerous channels, online as well
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as offline (posters and flyers in schools, public library) in
order to prevent overrepresentation of certain groups
(hardcore gamers, tech savvy boys). However, there still was
more reaction from adolescents from the ASO, and also
more from boys.

Second, we noticed that the participants created games or
game concepts that, sometimes, resembled existing games.
This could point in different directions, namely that our
participants had played a lot of commercial titles and were
influenced by these concepts, or that they had little
imagination and therefore copied existing games. Future
research could link the participants' gaming history and
preexisting preferences to the creation of game concepts in
co-design sessions.

And finally, from a game design point of view, co-design
is not an ideal method for developing fully finished games.
Co-design is a method for researchers to gain insight into the
participants’ needs and experiences concerning language
learning in games. Nonetheless, for social scientists or
human computer interaction researcher, co-design can be a
valuable asset in discovering the needs of end-users, through
a creative process.

V. CONCLUSION

In sum, the results of this co-design study revealed
insights into game concepts for the design of video games
for language learning, from a user centered design
perspective. These insights can be interesting for the
development of language learning games.

We noticed a divide between the concepts for mini-
games, that were oriented towards formal language learning
(e.g. exercises on vocabulary) and video games that were
based around communication with others (players or in-game
characters).
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Abstract—In this work, we will consider how to design and
implement tools or Information System based and enriched by
a semantic search engines to the forums in the world of online
gambling (articles, tutorials, etc.) supporting both textual and
semantic expressions. On the basis of this new approach, based
on neuro-economic field, we will look on addiction using
neuroscience and game theory in order to construct an
efficient Information System that takes into account the
expectations and attitudes of players.

Keywords-online; gambling; addiction;
game theory; information system.
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I. INTRODUCTION

For a long time the game became a regular and
acceptable part of our society. For most people, gambling is
a social activity that is fun and entertaining. Besides the
casino, companies insist on this aspect to indicate that this is
primarily a leisure activity. But for others, gambling problem
cause a real addiction phenomenon similar to drugs: they
become uncontrollable and the game is no longer a choice
for them [1]. Studies on the game take into account
gambling behavior including those conducted by the casino
companies. Recently a study of gambling problem in France
shows clearly that this problem is growing, with more than
600 000 players may be considered as presenting a risk of
addiction or considered as addict [2].

The online game is a new element in our modern society,
creating a new type of players and new audiences. The
challenge today is to consider the broad issue of addiction to
online gamers and bypass techniques possible to ban it. It is
now quite possible to manage the technical aspect of
changing IP address or credit card during elicitation for
gambling anonymous IP addresses to be managed by
operators. The issue of access of online gaming raises new
questions that are less marked for classical casino.

We will see in this paper that we can bring in new sight
on addiction problem using neuroscience approach and how
to design a new scheme in re-documentarisation of forums
that permit to detect an addictive player and to orient him to
a medical space, where his problem can be treated.
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II. THE ADDICTION PHENOMENON

The addiction to gambling has always existed. It has
been described by writers such as Dostoievski in “The
Player” [3]. This problem affects the mental health of some
players [4]. It has been studied in some U.S. cities that focus
on spaces for whose playing become an important issue for
residents [5]. Gambling problems often co-occur with mental
health problems, chemical dependency with drug use and of
course this affects the family, generating legal and financial
problems. This can lead to suicidal behavior with acting out
often observed especially when the player has lost all hope
of settling the quagmire in which he began by referring to
the phenomenon mentioned above.

The behavior of these so-called addictive games players
was the subject of several sociological studies, both in
behavioral terms [6] and from few years the contribution of
neuroscience [7]. Several studies on psychological factors in
a rational point of view of addiction exist in the literature
[8].

The question of how to handle this problem is essential,
we believe that to understand the path of decision, we should
look to the issue in terms of neuroscience or neuro-
economics, not only in psychological terms.

Thus, the problem arises from the classification of the
addiction. Look so far where are focused the addiction, our
society consider that it is mainly clinical, although studied in
a particular context. It should be noted that the factor game
can also be cultural, social or ethnic like in Chinese or
Jewish communities [9]. However no study shows the
prevalence of gambling addiction except in a population of a
certain socio-economic with a lowest wages where research
shows sometimes the extreme behaviors, leading to games to
match with words addictive behavior.

The reasons why people play to game and why they can
becomes addict in general are poorly identified. They can be
numerous and varied [10]. Several ideas were discussed, as a
social acceptance within a group, the enrichment, a painful
event in the life that lead to emotions such as anger,
depression, anxiety attacks [11], the desire to test his luck in
the game and the excitement of such gaming experience
motivated by reward and highlighting the role of dopamine
[12].
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In general, it seems that the main reason that pushes the
people to play, is the desire to win and the denial of loss. The
gain is considered as a success, corresponding to the
development of self-esteem and recognition by others [13].
To encourage the people to play, the barrier of the loss is
now filled by some online operators with an offer of free
play at first to lead the player into the game space [14].

Presumably some games are popular because they are
based on socialization, real or virtual like for the poker free
online website Zynga [15]. In addition, poker is largely
diffused in the broadcast on several television stations, ant it
suffers a major craze, leading to highly addictive attitudes.
The addiction to poker is very specific. It can be considered
as dangerous because the game can be considered by the
players as a rational game; the success depends therefore
from the capacity of players and less from chance.

III. NEW GAME MODALITIES FOR NEW ONLINE PLAYERS

The spectacular development of Internet and mobile
telephony has accompanied the new forms of online
gambling. Many video games are evolving in the "network"
space. The MMORPG (Massive Multiplayer Online Role
Playing Game) a networking player system, with significant
numbers of players, can now collect up to several million
participants. For most of them, these games usually require
expensive subscriptions. Mobile telephony also facilitates
the appearance of no new quizzes via SMS.

This type of contest mainly aimed to the youngest,
offering prize money, new forms of gambling and other
subscriptions and downloads dramatically increase the risk
of negative consequences (costs, isolation, disinvestment of
daily living) for the affected population: adolescents and
young adults and large consumers of new technologies [16].

The family aspect can play an important role in the
emergence, development and maintenance of the pathology
of the game [17]. It is the same on the social learning model,
acceptance of the game at the social level, leading the player
to understand the game as a normal social activity as it is
approved by the legal system.

The attitude of the player as an individual is marked by
the traditional social behavior through learning, modeling
and maintenance of socially acceptable behaviors and
attitudes. The family can be the basis of the driving game,
since children often play cards with the family to indicate its
acceptance as a normal social activity or when they
encouraged to play with other kids [17].

The genetic factors were studied and showing the
existence of such a phenomenon of addiction situations with
twins. A detailed study of identical twins living together or
separated was conducted on 155 twins [18]. However, this
study leaves out some aspects that can influence the
behavior of players due to the environment of the players or
their personalities.

The sociological aspect is the overriding factor. Indeed,
in the social model the player tends to enhance the game,
because it is less complex and could bring a reward, social
and financial value in the gain.

A player will have a form of recognition through his
player activity by operators in a form of marketing strategy.
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This sociological aspect of escape from the complexity of
the social model contributes significantly to the pathology of
the game [19].

There is now a neuroscientific approach to the
phenomenon of addiction, which encourages new
explanations. Indeed, several authors have identified this
approach that appears to be an interesting way for
understanding the phenomenon of addiction [20].

IV. NEUROSCIENCE, GAME THEORY AND DECISION
CHOICE

This approach can help to renew the study of the issue of
addiction. First neuroscience has made considerable progress
with brain imaging. Until now the traditional approach
treated human behaviors by game theory of Von Neumann
and Morgenstern [21] revisited by J. Nash [22].

Indeed, players can easily understand that they are in a
situation of asymmetric information and a non-cooperative
game. However the player is master of his choice which
tends to maximize its usefulness in the game. This utility is
either an economic or the well-being.

The second category does not fall within the scope of this
investigation. This is a customer, also sought by the
operators of casinos coming to play with the primary
objective of leisure. The first type of clientele would be
subject to the risk of addiction because the main objective is
the gain factor or optimization of utility. It is so ironic that
this customer led to addictive client because the loss does
not seem to be a hindrance to the game

Why do players become addictive even though they are
so inconsiderate? In general, in the economic model of the
individual player, the choices are for most of them rational.
The concept of rationality was originally developed by Von
Neumann and Morgenstern.

This first model was useful to explain the economic and
social situation at some point although the model assumes a
perfect environment result from the theory of general
equilibrium. This environment requires a perfect symmetry
of information system and cooperation between agents.

Indeed, in economy of goods or services, or other areas
in perfect competition, the equilibrium is defined by an
economic agent who chooses a solution which does not
damage that of another agent. This also requires an atomistic
market namely n-players market.

We thus see that the situation resembles to the game in
which the agent makes a choice that necessarily depends on
the choices of others agents but for which he has perfect
information.

The issue of well being or welfare provided by this act
depends on the decision taken by other actors. The situation
in the middle of the game appears in a model where sharing
information is asymmetric. The operator has information that
the player does not control, yet it should discriminate on the
game where the player participates.

Indeed, although the overall rate of redistribution is
known by the players, and it is not known at certain time
during the game, whatever the game, the payout of the slot
machine in question or another game where player hopes in
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a prospective approach to optimize his utility function by
building more.

From a mathematical point of view, for a player to be in
a position to optimize his choice, he should know all the
players participating in the game, the rules of the game and
the information available to the other players, which may
seem useful in a poker tournament for example, and
individual preferences.

When the player enters in a physical place, some of these
elements will be respected.

For online game, little is known, since the choices are
totally made in the total absence of known parameters. This
creates a climate of uncertainty, which puts the player in a
prime position where he accepts himself the lottery concept.

When the outcome is certain, the choice may lead in our
sense to an addictive situation, harmful in economic terms.
The action is not related to a gain or loss of money, it is also
the case when the player participates in a recreational
activity.

The utility theory gives a first explanation for this type of
attitude in an uncertain environment as the factor of utility is
based on the calculation of hope, that ignoring the decision
himself and especially his attitude versus the risk.

It is recognized that most agents are risk averse from the
work of Allais [23] and Ellsberg [24]. The question of the
decision based on the expected value of utilities has already
been asked in the past and it is clear that the expected value
is justified in the long run if the game is repeated several
times.

Von Neuman and Morgenstern make a response stating
that the election is made by considering the value of each
share and this is the obvious choice as risk aversion, it is still
necessary that each set leads to a result independently.

We can imagine that the addict player is not risk-averse
or ignore all of the parameters of the game in its
mathematical form.

Risk is defined by a given situation as the objective
probability corresponding to a lottery known result, like the
game of roulette at the casino or a roll of the dices that the
area is classified as uncertain when the outcome is uncertain
as game of poker, slot machine, the result of a "football
game". John Nash provides an answer to this question by
stating that the players do not cooperate, through the
example of prisoner's dilemma because they may be placed
in information asymmetry. This new approach allows then to
explain some forms of choice that we can operate which are
optimal in terms of choice or expected utility because we can
be devoid of useful information. Lack of resources
(knowledge, understanding, etc.) or time does not collect
useful information and, consequently, the utility bill is not at
its maximum, but at its best. We can have also a behavior
leading to a losing attitude or utility or sometimes to a
negative attitude

The neuroscientific aspect has been also clearly
demonstrated by several works, as seen before. Van Holst et
al. showed that brain areas are activated specifically in the
case of gambling, that can be said at risk of addiction
specially, the ventral tegmental-orbito frontal cortex [25].
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V.  VARIOUS TYPES OF PLAYERS

The world of gamers is not an uniform medium. To build
an efficient Information system, it is useful to study the
general typology of the players. We must not ignore that
there are still subtypes namely women where there is
evidence that online gambling is like visiting a shopping site,
namely a place of socialization [26]. We must consider the
category of young people who remain vulnerable to this type
of offer [27].

We see that the sociology of players is widely diffused
and cannot conceive the intermediation via a general purpose
tool, but an "agile" tool that can adapted to the type of
players according to the subcategory.

The player is usually acting individually thinking that he
can maximize his welfare function, based on beliefs in
giving assumptions about the state of the world and the
potential usefulness of each of the possible consequences.
This is what he hopes calculate but beliefs and superstitions
are subjective in nature.

All these questions can be studied nowadays in a new
way that takes into account the cognitive approach rather
than collective societal behavioral approaches such as fads,
but on an individual basis.

This new sight helps to understand the concept of how
decision may be irrational, and especially to understand the
mechanisms that push players to act this way. In opposite,
the rationalist approach indicates that difference in beliefs
between the players can be explained solely by differences
in their level of information

IMPLEMENTATION OF AN ONLINE INFORMATION
SYSTEM

VL

Training and education seem also necessary that the
implementation program for information on how to react and
to prevent gambling problems.

In the case of online games, we will need to act via the
web interface since the player is isolated from the place of
game where all the aspects we have mentioned exist. The
existence of the semantic web would be useful to the extent
that we could reconstruct the behavior of the player
participation in forums which would be included in the
online game site where registration is required.

Indeed, the player was registered by duty on the gaming
physical place; it will be thus invited to participate in the
forum. It may be encouraged by forms of rewards for
participation in this forum. For example, they can be invited
through a scoring rate of participation, or the development of
voucher on the co-branding, i.e., Drinking offers.

On the other hand, for the development of Information
system (IS), the main difficulty in creating semantic
operators is linked to the fact that the corpus will not be
considered as mere undifferentiated text books because their
constitution involves a number of criteria of homogeneity as
well as contrast on the quality of the ontology.

It will be assumed to constitute a representative set of
productions, where each community could develop its own
ontology, is difficult. Indeed, this may cause the constitution
of ontology with a low level of use; it is the risk of the
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purely social approach, since players can develop specific
ontology that is very specific to their own point of view of
the world of games, i.e., “j’ai pris une gamelle” where in
French “gamelle” may means “loosing term” or a plate.

In order to enhance the usability of this ontology, we will
look to the constitution of this type of little formal ontology
to the status of the data as well as the place of the expert in
the reconstruction of corpus via a more developed ontology,
which will be designed in this IS. This will define the role of
tools in extraction of terms.

We will also propose the practices and the uses to the
player that feed the Information System by analyzing in
depth their methods and practices research and selection of
documents, and their methods of treatment of these
documents to insert them in the Information System

The goal is to reach an automated process of alert
following automatic extraction of knowledge from texts
related to the game. This is in order to automatically extract
knowledge concerning the specific terms of the addiction
from texts, with a derived method of automatic processing of
language similarly to other domain [28].

This will define a tool which would broadcast
information to the owners of the sites of online games on the
model of information systems for the detection of the signal
and the management of knowledge in addiction.

When addictive behavior is detected, a quiz may be sent
to the player which will measure the risk of the player to
addictive behavior and especially in order to better take in
charge this risk and to maintain the spirit of leisure.

The objective targeted in this work is purely
informational, because it is the basis of the correction of
these phenomena in our connected society that increasingly
appears and which primarily affect the most disadvantaged
social populations (unemployed, resigned, etc.)

We need to bring elements of knowledge to the operator
to provide the finest and most complete information of very
low granularity to the players who are no longer in a position
to make or to choose among a lot of decisions possibilities
to fit their best utility factor.

We can be optimistic if we base our approach on the
result of Polemarchakis and Geanakoplos [28] that players
will eventually find consensus between them indicating this
fundamental result: agents however fails necessary the same
consensus than if they had directly communicated all their
information. The main result is that this situation does not
continue always. Indeed they indicate this major result that
the agents can't disagree forever.

A Re-documentarisation for forum in online casino website

Usually the specialists organize the document according
to a classical model, a summary, an index and eventually put
it in certain categories. In a certain way, when the work is
made by a specialist and the writer of the document is a
professional, the task can be easily made. However, the
problem of forum is that the language is likelihood different
and the automatic extraction of a semantic scheme or
metadata can be slightly different for the attendance. This
may causes a very weakest information level finally and is
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not exploitable by the specialist of game addiction in our
case.

The re-documentarisation can appear in this situation as a
good approach to correct these biases [30]. Indeed, the
methodology base is to reconfigure the document with
creating annotation or new metadata in order to put the
document in a right category.

Zacklad et al. [31, 32] has shown that participatory
spaces and forums that fall within the socio-semantic web
are likely to structure the documentation process associated
with collective governance issues. This may be seen as a key
to create an enrichment tool to help specialists to better assist
the players against the risk of addiction.

CONCLUSION

This work is a prospective paper under progress and is
related to the appearance of the legal online game in France
that creates today important phenomenon of addiction.

Parliament proposes control measures but this remains
inefficient despite this goodwill.

It is clear that this control will not be exercised if the
operators themselves don’t put in place the online forums
with a continuous and automated process that permit the
analysis to detect the so-called players with addictive
behaviors.

We are looking forward how to implement to re-
documentarisation tool in a casino website space. We are
also looking for the best ontology that leads to a better
guidance in direction of the players, towards specialized sites
or to custom monitoring in order to eliminate addictive
behavior.
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Abstract—User interfaces of mobile maps on mobile and tablet
devices with a touch screen interfaces is evaluated in this study.
A four-way factorial experiment compares the user interface
satisfaction for two mobile touch devices (iPad/iPhone), two
map types (Electronic Map/Mixed Map), two keyword
searches (Landmark/District), and Chinese input methods
(Hand-written/Phonetic notation). The experiment used forty-
eight participants, each of whom was assigned three types of
environmental spatial tasks: find targets, identify cardinal
directions, and identify approximate distances. The individual
differences between gender, the possession of a sense of
direction and route knowledge on user’s satisfaction were also
examined. The results of the study verify that both the
reliability and confirmative factor analysis model of the
questionnaire for user interface satisfaction are good enough.
In addition, the two-factor interactions and the main effects:
Type, Keyword, and Input significantly affect the degree of
user satisfaction.

Keywords-User Interface Satisfaction; Mobile Map; Mobile
Spatial Interaction; Touch Screen; Sense of Direction.

l. INTRODUCTION

The functionality of mobile maps has been greatly
increased by the use of new interactivity technology. Maps
can be zoomed in and out and rotated without affecting the
ratio of the display and can be easily combined with satellite
images, aerial photographs and other sources of information
to improve the user's understanding of the geographic
database. The use of mobile maps is becoming popular with
most mobile users; especially with the availability of free
Google Maps for mobile phones. Google Maps for Mabile
(GMM) claim that paper maps are obsolete. It offers street
maps, a route planner for traveling by foot, car, or public
transport and an urban business locator, for numerous
countries around the world. Mobile phones can be used to
search for local businesses, and then to obtain direction [3].

Touch screen tablet PC’s have become increasingly
popular, since Apple launched the iPad device. They enable
direct interaction with what is displayed on the screen, rather
than indirectly with a mouse or touchpad. “It looks like a
giant iPhone,” is the first thing users say when asked to test
an iPad. However, from the perspective of interactive design,
an iPad User Interface (Ul) is more than a scaled-up iPhone
Ul [1]. The recent boom of popularity of mobile and tablet
devices such as the iPhone and iPad open up a new world of
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opportunity for mobile global positioning system (GIS)
applications [13].

Literature concerning map-reading has shown that using
a map is not an easy task for children, or even for adults [10].
Route-finding aids are important for finding routes in
unfamiliar territory, in order to learn, about the surrounding
environment. In particular, due to the advent of advanced
information technologies, devices equipped with GPS
receivers are becoming valuable tools for providing
positional information [15]. With respect to navigational aids,
studies such as in [7] have examined the effectiveness of
GPS-based mobile navigation systems in comparison to
paper maps and direct experience of routes. Their results
show that GPS users travel longer distances and make more
stops during the walk than map users and participants with
direct experience of a route.

Various presentation formats for spatial information have
been developed, including verbal navigational directions,
static maps, interactive maps, 3-D visualizations, animations
and virtual environments [12]. Dillemuth [2] showed that a
faster speed of travel and fewer navigation errors occur with
a generalized map than with an aerial photograph. Some
people can readily find their way back to a starting point
along a route they have only experienced once, whilst others
can only do this with considerable difficulty. There are large
differences in individuals’ environmental spatial abilities [4,
8]. This individual difference between people is referred to
as the sense of direction (SOD). Self-reported assessments of
SOD have bheen found to provide quite accurate and
objective measures of these abilities [5]. Participants with a
good SOD (GSD) showed much better performance on route
learning than those with a poor SOD (PSD). In addition,
concerning gender differences in spatial cognition, it was
suggested that males were superior to females in spatial
information processing. Males preferred and used much
better Euclidean spatial cues such as direction and distance,
while females were likely to memorize landmark cues [9].

Usability is the extent to which a computer system
enables users, in a given context of use, to achieve specified
goals effectively and efficiently while promoting a feeling of
satisfaction. Understanding what users expect to find and
want to find, as well as what they typically use GMM for,
can help the mapping service designers to provide a user-
centered design. Moreover, understanding the needs of
GMM will help improve the user experience and increase the
service's usability. The effects of four designing factors
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including Size, Type, Direction Key, and Zoom function has
been examined in [11]. The results indicate that participants
with a better SOD would have the faster response time and
would lower overall workload for target task. However,
mobile maps differ from paper maps in that it provides a
facilitation of spatial search. Keyword search using landmark
or district and Chinese input methods using traditional
Chinese hand-written input or traditional Chinese phonetic
notation keyboard input for GMM spatial queries are
concentrated on this research.

In this paper we discuss user interface satisfaction (UIS)
that arose in using GMM on mobile devices with a touch
screen interface such as the iPhone and iPad. This study
differs from previous studies [7,10,11,12,15] in that it
concentrates on the effects of keyword search and Chinese
input methods that affect UIS. We first present our
experimental design, including a description of the interfaces
evaluated. Four design factors (Interface, Type, Keyword,
Input) and two background factors (SOD and route
knowledge) on UIS were examined. It helps Apps designers
to provide an optimal user-centered interface for GMM. We
follow with a description of our research methodology,
define a classification scheme of SOD used in our analysis,
and then present the results. The paper concludes with a
discussion of design implications followed by future work.

Il.  METHOD

Participants

Forty-eight undergraduate, graduate students, teaching
assistants and staff (24 females and 24 males) voluntarily
participated in the experiment. Their ages ranged from 20.7
to 39.7 years old, with a mean of 23.7 years and standard
deviation of 3.5 years. Nine out of Forty-eight participants
had experience in using mobile E-maps other than GMM,
before the experiment. They all had normal vision or
corrected vision of at least 0.8 and no color-blindness.
Participants were required to abstain from PC use for one
hour before the formal experiment.

B. Materials and Apparatus

The experiment used an iPad with a 9.7-inches multi-
touch LCD display (1024 x 768 pixels) as a representative
tablet PC and an iPhone with a 3.5-inch multi-touch retina
display (960x640 pixels). An Optical Vision Tester was used
to measure vision acuity and to test for color blindness. A
digital video camera recorder (SONY DCR-PC330) was
used to record the experiments and the post-experiment
questionnaire. The luminance of experimental lab was
487~611 lux, as measured by a Lutron LX-101 Lux meter.

C. Sense of Direction

Using the Santa Barbara Sense of Direction Scale
(SBSOD) [5], 10 questions concerning spatial awareness and
navigation allowed self-rating, using Likert’s seven-point
scale, before the formal experiment. Participants responded
to each question by circling a number ranging from 1
(strongly disagree) to 7 (strongly agree). Four out of ten
statements were positive, e.g., “My sense of direction is very
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good,” “lI am very good at reading maps.” The other six
statements were negative, e.g., “l have a poor memory for
where | left things,” “I very easily get lost in a new city.”
These responses were reversed so that a higher score
indicated a better SOD. The rating for SOD is calculated by
summation of the scores for the ten SOD questions, as a
SOD score and then these scores were categorized into two
groups as SODG, using the median SOD as the divider for
good SOD (GSD) and poor SOD (PSD). In addition,
participants sat paper-and-pencil tests for route knowledge
(RK), before the experiment. Their RK scores were recorded
and categorized into two groups as RKG: good RK (GRK)
and poor RK (PRK), based on the test result for route
knowledge.

D. Design of Experiment

This study seeks to provide an analytical model of
usability of a GMM interface was evaluated using touch
screen panels. The usability of the GMM interface was
evaluated using a questionnaire for user interface satisfaction
(QUIS), upon completion of three route-finding tasks. A
four-way factorial design was used to assign each participant
all three types of route-finding tasks to each participant and
then a post-experiment questionnaire was used to determine
user interface satisfaction. The four design factors consisted
of: (1) Interface: tablet PC (iPad) vs. smart phone (iPhone),
(2) Type: Electronic map (E-Map) vs. mixed map (M-Map,
that is, E-map plus satellite), (3) Keyword: use landmark as
keyword (Landmark) vs. use district (District), and (4) Input:
traditional Chinese hand-written input (hand-written) vs.
traditional Chinese phonetic notation keyboard input
(phonetic notation). The illustration of the factors Type and
Input is shown in Fig. 1. Demographical variables consisted
of: (1) gender, (2) route knowledge (GRK/PRK), and (3)
sense of direction (GSD/PSD). Forty-eight participants (24
female and 24 male) participated in this experiment. Three
route-finding tasks were assigned to each participant; (1) find
targets, (2) identify cardinal directions and (3) identify the
approximate distances. Cardinal directions were based on 8-
sectors model (North, East, South, West, North-East, South-
East, South-West and North-West), while approximate
distances corresponded to a set of ordered intervals, where
the order of symbolic distance values describes distances
from the nearest to the furthest [6]. The time to correctly
complete the target task, the time to correctly complete the
direction task and the time to correctly complete the distance
task using a GMM interface were measured (omitted due to
limitation of paper length).

The study areas were northern, central and southern
metropolitan district of Taiwan, in Taipei, Taichung, and
Kaohsiung Cities, respectively. The participants all started
from the same point. The mapped area was dynamically
updated as the user moved in space.

E. Questionnaire for User Interface Satisfaction (QUIS)

The questionnaire for user interface satisfaction (QUIS)
is a structured assessment of usability. It is useful in the early
stages of the development of a user-centered design. The
International Organization for Standardization (ISO) defines
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the usability of a product as “the extent to which the product
can be used by specified users to achieve specified goals
with effectiveness, efficiency and satisfaction in a specified
context of use.” The usability of interactive products is
generally defined by the ease with which they can be learned,
their effectiveness in use, and the extent to which the user
finds them enjoyable to use [14]. In this study, usability is
defined by the following parameters: pleasure, interactivity,
efficiency, ease of use, ease of recovery from error,
memorability, satisfaction, and recommendation.

F. Procedure

At the beginning of the experiment, naive participants
were asked to familiarize themselves with the GMM
interface. They practiced using the device until they were
proficient. Prior to the formal experiment, they were asked to
complete an individual background questionnaire, including
self-rating of sense-of-direction and route knowledge. One of
sixteen combinations of treatment was randomly assigned to
one of the participants and the participants were subjected to
the route-finding tasks. After the completion of all three
route-finding tasks, each participant completed the QUIS
using a 10-point Likert’s scale.

I1l.  RESULTS AND DISCUSSION

A. Descriptive Statistics and correlation matrix

The overall user interface satisfaction (UIS) score is
calculated by summation of the scores for the eight UIS
questions as the UIS score. The descriptive statistics are
shown in Table 1. The mean UIS for females (54.0) is higher
than that for males (50.6). The participants with GRK have a
higher mean UIS (59.4) than those with PRK (46.8). The
mean UIS for GSD participants (54.1) is higher than for
those with PSD (50.5). The mean UIS for using iPad (56.8)
is higher than that for using iPhone (47.8). The mean UIS for
using E-Map (55.1) is higher than that for using M-Map
(49.5). The mean UIS for using landmark search directly
(54.0) is higher than that for not using landmark search, but
using district search (50.7). The mean UIS for using hand-
written keyword input (55.4) is higher than that for using
phonetic notation input (49.2). Based on the eight ordinal-
scale items of QUIS, the results of Spearman’s rank
correlation between pairwise items are shown in Table 2. It
can be seen that there is a statistically significant and a
moderately positive correlation between pairwise items.

B. Reliability and Validity

Cronbach's alpha is a coefficient of reliability (or
consistency). It is a measure of internal consistency, that is,
how closely related a set of items are as a group. A "high"
value for alpha is often used (along with substantive
arguments and possibly other statistical measures) as
evidence that the items measure an underlying (or latent)
construct. The results of QUIS in this study indicate a value
of Cronbach’s alpha is 0.925 and there is good internal
consistency. However, a high alpha does not imply that the
measure is one-dimensional. If, in addition to measuring
internal consistency, evidence is required that the scale in
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question is one-dimensional, additional analyses can be
performed. Exploratory factor analysis (EFA) is one method
of checking dimensionality. The results of EFA for the QUIS
indicate that 66.8% of the total variation is explained by only
one common factor, which is named as the degree of user
interface satisfaction (DUIS). Examination of the goodness-
of-fit indices confirms that the confirmative factor analysis
(CFA) model has been well designed.

C. Individual differences in UIS

The relationship between SODG, RKG, Gender and UIS
were investigated for the three tasks. The two-factor
interaction plot is shown in Figure 2. It indicates that females
with PSD tended toward a higher UIS than males with PSD;
however, no significant difference is evident between
females and males in the GSD groups (Fig. 2(a)). Similarly,
females with PRK have a higher UIS than males with PRK;
both females and males with GRK have nearly the same UIS,
on average (Fig. 2(b)). In addition, GRK groups with PSD
and GSD have a higher UIS than PRK groups (Fig. 2(c)).
There is insufficient evidence of statistical significance (all
p>0.05) for the two-factor interactions.

D. Analysis of variance and Interaction plots

Based on the results of ANOVA in Table 3 indicate that
the significance of the two-factor interaction of
Interface*SODG and Interface*RKG (F=7.151, p=0.011 and
F=4.323, p=0.045, respectively) are all supported. The main
effects: Type, Keyword, Input, and RKG are statistically
significant  (p<0.05). To interpret the interaction,
comparisons between GSD and PSD groups depend upon
whether they use iPad or iPhone. In Fig. 3(a), the PSD group
using iPad tended toward a higher UIS than the GSD group,
but the PSD group using iPhone tended toward a lower UIS
than the GSD group, on average, for GMM. PSD participants
prefer using iPad to iPhone, but for iPhone users, GSD
participants have a higher UIS than those with PSD. It is
interesting to note how sense of direction affects the
satisfaction users of the different interfaces. In Fig. 3(b), the
GRK group using either iPad or iPhone tended toward a
higher UIS than the PRK group, but the PRK group using
iPad for GMM tended toward a higher UIS on average, than
those using iPhone. Similarly, PRK participants prefer using
iPad to iPhone. However, for iPhone users, GRK participants
have a higher UIS than the PRK group.

E. Discussion

Kato and Takeuchi [9] argue that individual differences
in wayfinding strategies between GSD and PSD female
undergraduate participants. GSD participants showed much
better performance on route learning than PSD participants
[9]. Similarly, our results show that GSD participants have
higher UIS than PSD participants on using GMM. While
little work has explicitly considered how GRK/PRK groups
interact with GMM on iPhone/iPad for UIS. A significant
amount of research has explored how route knowledge is
best conveyed by both interfaces used in our study.
Moreover, a significant effect also has explored how SOD is
best communicated with both interfaces. Effective route
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maps must provide information that is necessary and

sufficient to make the right choice at each decision point [16].

Agrawala and Stolte [17] argue that for maps on mobile
devices it is particularly important that the routes are
simplified and extra information is removed. It is consistent
with our study that E-map has superior UIS than M-map.
Reliability of the questionnaire was tested on 532
undergraduates as participants using internal consistency and
split-half methods in Kato and Takeuchi’s study [9]. A
moderately high reliability was obtained. Similarly, both the
reliability (Cronbach’s alpha) and confirmative factor
analysis model of the questionnaire for user interface
satisfaction are good enough in this study. However, only
forty-eight participates used in the experiment.

IV. CONCLUSION AND FUTURE WORK

The results of this study have implications for mobile
spatial interaction in general. Most GMM users prefer using
E-map to M-Map. They also prefer using landmark as
keyword to district and prefer using traditional Chinese
hand-written input method to traditional phonetic notation
input. The poor SOD (PSD) group prefers using iPad to
iPhone. The poor RK (PRK) group prefers using iPad to
iPhone and the good RK (GRK) group has a higher UIS than
the PRK group. It is also important to integrate the impact of
the design factors and individual differences on the user
performance of mobile spatial interaction. The results of
quantitative measurements and subjective assessments will
be used as the guidelines to provide a better solution and to
meet the demands of usability for mobile spatial interaction
applications.
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Figure 3. Interaction plots for UIS: (a) Interface*SODG and (b) Interface*RKG.
TABLE 1. Descriptive statistics of user interface satisfaction (UIS) for the GMM
Variable Level n Mean | StDev | Min Q1 Median Q3 Max
Female 24 54.0 12.85 20 45.50 53.00 | 66.00 74
Gender
Male 24 50.6 16.71 19 35.00 58.00 | 63.00 68
Sense of GSD 24| 541 | 1510 | 19 | 48.00 61.00 | 6450 | 74
Direction PSD 24 50.5 | 1471 | 21| 39.25 52.50 | 62.25 70
Route GRK 21 594 10.97 27 54.00 62.00 | 67.00 74
Knowledge PRK 27| 468 | 1531 | 19| 3500 | 4950 | 61.00 | 70
iPad 24 56.8 11.5 27 51.00 60.00 | 66.75 70
Interface
iPhone 24 47.8 16.61 19 35.50 51.50 | 61.00 74
E-Map 24 55.1 12.35 27 47.00 56.50 | 66.00 74
Type
M-Map 24 495 16.79 19 35.50 55.50 | 62.50 69
Keyword Landmark 24 54.0 13.30 20 47.50 57.50 | 63.00 70
District 24 50.7 16.38 19 39.25 54.00 | 66.00 74
Input Hand-written 24 55.4 12.27 24 47.50 57.50 | 65.25 74
Phonetic Notation 24 49.2 16.74 19 36.00 55.50 | 63.00 70
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TABLE 2. Spearman’s rank coefficient of correlation of UIS for GMM

Coefficient of
correlation
(P-Value) First priority Error
Pleasure Interactivity Efficiency use Ease of use recovery Memorability Satisfation
1 0.725 0.574 0.644 0.71 0.549 0.427 0.607
Pleasure
.000™ .000™ .000™ .000™ .000™ .002" .000™
0.725 1 0.752 0.597 0.63 0.61 0.479 0.64
Interactivity
.000" .000™ .000™ .000™ .000™ .001" .000™
0.574 0.752 1 0.683 0.548 0.614 0.454 0.666
Efficiency
.000™ .000™ .000™ .000™ .000™ .001" .000™
0.644 0.597 0.683 1 0.647 0.466 0.538 0.746
First priority use
.000™ .000™ .000™ .000™ .001™ .000™ .000™
0.71 0.63 0.548 0.647 1 0.668 0.389 0.66
Ease of use
.000™ .000™ .000™ .000™ .000™ .006™ .000™
0.549 0.61 0.614 0.466 0.668 1 0.466 0.561
Error recovery
.000™ .000™ .000” .001™ .000™ .001™ .000™
0.427 0.479 0.454 0.538 0.389 0.466 1 0.618
Memorability
.002” .001™ .001™ .000” .006™ .001” .000™
0.607 0.64 0.666 0.746 0.66 0.561 0.618 1
Satisfation
.000™ .000™ .000” .000” .000™ .000” .000™
" P-value <0.01
TABLE 3. ANOVA of UIS for GMM
Source of Variation| Sum of Square DF Mean Square F P-value
Interface 277.42 1 277.42 2.057 0.16
Type 671.621 1 671.621 4.98 032"
Landmark 590.062 1 590.062 4.375 043"
Input 1110.106 1 1110.106 8.231 007"
Gender 226.136 1 226.136 1.677 0.203
SODG 273.547 1 273.547 2.028 0.163
RKG 2016.031 1 2016.031 14.949 .000™
Interface*Gender 73.199 1 73.199 0.543 0.466
Interface*SODG 964.403 1 964.403 7.151 011"
Interface*RKG 583.021 1 583.021 4.323 045"
Error 4989.927 37 117.714
Corrected Total 10368.3 47
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Abstract—This paper presents the results of a descriptive case
study concerning adoption of iPad or other tablets as assistive
technology. Two pilot studies concerning the adoption and use
of the iPad for active reading in a teaching/learning situation
have recently been conducted at elementary school level and at
university level. In the course of both studies, students with
reading difficulties were encountered. For each group of
students, a key case has been chosen. The paper presents our
findings regarding adjustments that needed to be made for
these students and initial research on iPad usability for
students with special education needs. By describing two
instances, one involving a university student and the other two
elementary school children, we hope to bring attention to
application of ICT for students with reading difficulties.
Students with this kind of impairment are often neglected in
comparison to students with visual impairments or other
disabilities. In one case, the iPad has been successfully
integrated into students’ life as an assistive technology. The
cases may be both instructive and inspirational for educational
situations involving students with similar disabilities as
adjustments and applications used to help students do not
involve any large investments in software or devices.

Keywords-assistive technology; iPad; reading difficulties;
tablet PC; technology adoption

L INTRODUCTION

Two pilot studies involving the use of iPads for active
reading in a teaching/learning situation have recently been
conducted [1], [2] and [3]. One of the studies has involved
University students and the other, 4™ grade children in
elementary school. The goal of the studies was to explore the
potential of mobile and wireless technologies (the iPad was
used in both cases) to change classroom information
ecologies and enable anytime anyplace learning situations.
The concept of information ecology was introduced by Nardi
and O’Day in [4] as “a system of people, practices, values,
and technologies in a particular local environment” and it
focuses on five defining characteristics 1) it is a system 2) the
system contains diversity of people and tools 3) there is a
change or co-evolution happening over time and through use
of technology 4) keystone species are part of the ecology
(their presence is critical for the system’s survival) and 5)
local habitation (the habitation of technology is its location
within a network of relationships). Nardi argues: “Human
expertise, judgment and creativity can be supported, but not
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replaced by computer-based tools.” One should contemplate
the technology with both the head and the heart and not fall
prey to either technophilia or technophobia. The approach
based on classroom information ecology was taken in all the
studies we conducted with iPads.

In [5], Turkle states the following regarding computer
technology: “Most considerations of the computer
concentrate on the “instrumental computer”, on what work
the computer will do. But my focus here is on something
different, on the “subjective computer”. This is the machine
as it enters into social life and psychological development,
the computer as it affects the way we think, especially the

way we think about ourselves. We saw both the view of

“instrumental tablet” and “subjective tablet”.” The
instrumental side answering questions around how the iPad
may be best used in the classroom and outside of the
classroom for the purposes of learning. The subjective side
addressing the plethora of factors such as personal
relationship with iPad, social changes it induces, taking a
larger freedom in designing the curriculum (empowerment),
avoiding stigmatism in cases of children with special needs,
self-image, changes in a way of thinking and interacting with
technology etc.

The personal relationship to the device opens up for the
new uses of the iPad in the classroom setting, such as
assistive technology (AT) for children with special needs
(see, for example, [6]).

The adoption of tablet PC as an assistive technology
became the subject of our case study that was conducted
from September 2010 until September 2011.

In this paper, we will focus on two cases that we have
worked with, involving students with reading difficulties.
The first one is a University student whom we will call Mary
in this report. Mary is diagnosed with dyslexia. She was
highly motivated on her own to work with this new
possibility iPad offered.

Our second case presents a much more sensitive
situation, involving two elementary school children, whom
we will call Iris and Josh in describing their case. Iris and a
Josh are both aged nine. These children do not have any kind
of diagnosis. Neither the teacher nor parents are trying to
have the children diagnosed. This approach may have some
advantages such as protecting the children from
stigmatization, but it also has problems. The main issue is
children’s low self-esteem [7, 8]. Iris, in particular, has a
twin sister at school, with no impairments. On the contrary,
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the sister excels in academic achievements. Iris is aware that
she does not perform as well as her sister. Josh may or may
not be aware that he has a problem at all. So this case is
extremely interesting for bringing to light issues related to
awareness of the existence of the problem and its
acknowledgment that can have effects on the policy making
for schools regarding AT, rather than silencing it until the
students are older.

While the causes of dyslexia may be complex to
understand, it often manifests as a learning disorder marked
by impairment of the ability to recognize and comprehend
written words. A significant proportion of students seeking
help from the Accessibility Services at the University of
Oslo are diagnosed with dyslexia. About 46% of those [9,10]
are first diagnosed after they start their higher education.
This fact is in stark contrast to other kinds of disabilities such
as visual impairment, hearing loss or physical impairments,
which are usually diagnosed much earlier. This is important
both for how fast and how much help these students get in
order to minimize the impact of their impairment on learning
[11]. A further complication with offering help to dyslexic
students is that they often require individual adjustments.

In parallel with technological developments, from
hardware to Internet and Communication Technologies
(ICT), systems for dyslectic and visually impaired users have
been developed. The effects of these systems have been
reported in a number of different studies [12]. For instance, it
has been found that different voices reading the text have an
impact on the user’s text comprehension [13].

School and university libraries have traditionally offered
help for their users with dyslexia or visual impairments.
Libraries would often have expensive equipment such as a
special enlargement screen and computers using “text to
speech” software. The reasons the libraries have all this
special equipment is the prohibitive cost of the equipment
paired with “access for all” philosophy. An additional benefit
for users was help with mastering of this rather complex
equipment generously provided by library personnel.

With the arrival of the e-book readers, and later tablet
PCs, this scene is changing for dyslexic students. What they
had to go to the library for before, they could now have with
them, anywhere, anytime. A new world of possibilities has
opened up for the dyslectic community, although tablets may
be used as assistive technology (AT) for other kinds of
impairments as well [14].

In the first case, Mary cooperated with us in trying
different approaches, meandering between problems and
solutions until we found what works for her. After more than
a year of following Mary’s iPad use, we can report that this
technology has made a significant difference in her academic
performance and she became somewhat of a virtuoso in
handling her iPad. In [15] the author states: By using the very
digital media that is helping drive this information society,
computing technologies may be a viable means of providing
reading support and accommodation. For such technologies
to be successful, though, they must be adopted into regular
use. Unfortunately, studies have shown that 35-50% of all
assistive devices are abandoned after purchase. Mary has
made a margin of those who keep on using their AT.
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In the second case, such an open approach was not
possible. Instead, an experiment involving the two children
with reading difficulties and a control group was carried out.
The experiment helped us showcase the potential the iPad (or
another tablet) may have as an AT for children with reading
difficulties.

Both cases suggest strongly that at least some portion of
dyslexic students could be helped by similar means. In [15] it
is pointed out that many factors (socio-cultural, technical,
economic, environmental etc) influence adult adoption of
assistive technology. We find that all those same factors
influence the children. Invisible nature of reading disorder
and even stronger impulses not to disclose it are of huge
importance with children. The statistics valid for adult
population (5-15%) are probably the same within the young
population, except that these are not available, in part due to
the invisibility issue. Therefore it is of large importance to
bring awareness to this situation. Some of the methods
developed for adults such as Value Sensitive Design
proposed in [14] may be of use with children as well. The
mobile AT adds additional value in that it does not draw
attention to the person using it (as opposed to sitting in a
special room in the library, in front of a huge screen).
Someone “reading” the text by listening to it from the iPad
looks quite “normal”, but the impact of this kind of AT may
be quite huge on children’s education, social life and self-
esteem among other things.

The technology adoption issues are difficult in the best of
circumstances with so many factors influencing the success
or failure. Assistive technologies are even more difficult.
However, from 2020, universal accessibility will be enforced
by law in Norway, and thus it is timely to investigate how
this can be done in the classroom.

From the design perspective, solutions found for groups
with special needs often find their way to the mainstream. In
this case, tablets may become an example of a device
designed for the mainstream, but having potential to be
accepted and adopted by groups with special needs.

1I. THE APPROACH TO THE PROBLEM

The research conducted around the two pilot studies
[1,2,3] has organically led to discovery of students with
disabilities. We, at the beginning of the pilot studies, did not
have any intention to study the use of iPad by students with
dyslexia, but we thought that seeing what Mary does with
the tablet will be very interesting. We were going to
interview her periodically and record what happens.
However after the very first interview with Mary, we
realized that we would need to take an active role in making
adjustments for her, as well as observing her in the class,
having interviews both with other stakeholders, such as
software producers or anyone else who could help her. We
needed to think of what kinds of software, applications as
well as potentially other devices would work for her. We
also quickly found out that it is fascinating to learn about
learning practices of dyslexic students. And so it also
unfolded into looking at policies including privacy, role of
environment, social and cultural positioning of the student,
and the role of teachers. This paper will cover only the

29



ACHI 2012 : The Fifth International Conference on Advances in Computer-Human Interactions

grounds of how the technology became part of Mary’s
everyday life, and how working with her inspired us to look
at the reading difficulties in younger children. We find the
problem of adoption of technology in the case of young
children even more challenging, due to the fact that they
themselves are often not aware that they have difficulties
with reading and learning that can be helped.

The nature of the problem that we were looking at was
such that only a few subjects were available for the study.
Thus, naturally, a case study (see for example [16]) became
a method of choice. We use a descriptive case study, an in-
depth study of a specific instance of assistive technology
adoption, with explanatory purpose, placing the spotlight on
what might become important to look at more extensively in
the future research. Our techniques have included direct
observations in class, interviews with Mary, and interviews
with elementary school teacher as well as Iris’s family.

III. MARY’S CASE

Mary was appointed by the University of Oslo
Accessibility Services to participate in a larger project,
involving introduction of the iPad into a geology course [3].
In practice, this meant that Mary received an iPad to use. She
did not get any special support with it, except for having
Dropbox, iAnnotate, and a 25$ gift card as part of the iPad
deal.

Some major problems that she encountered while
attempting to use the iPad to her advantage, were disclosed
during our first interview with her. This was the story in a
nutshell: since Mary is dyslexic, the Norwegian Library for
the Impaired (NLB) was charged with the task of finding, if
available on the market, curriculum for her in speech
synthesis. Usually, the curriculum is delivered in the Daisy
file format, which contains both speech and text. Using
special software, Mary should be able to hear the text and
watch it being highlighted at the same rate as the speech is
progressing. However, the Daisy file reader was made for
the Windows platform and Mary is a Mac user. The NLB
could not locate the software for Mac or iPad. On her own
initiative and without help, Mary tested several free
applications from the Appstore that can read Daisy files on
the iPad. But she ran into problems again. The Apps would
crash all the time. She thought the problem was caused by
lower quality of the free software, and thus, she bought a $30
full price version of the Daisy reader. There was no
improvement. The program kept crashing. With some
evident frustration, she shared: “So [ tried some different
software that worked a little, but it froze often, both audio
and text, and sometimes the iPad went completely dead!”

There were other technical problems contributing to this
negative overall experience. An example is that the student
housing where she lives, has no Wi-Fi connection. “If I had
an Internet connection I would have used it (the iPad) more
actively”. In summary, Mary was not really able to use the
iPad in the ways she wished and needed to do.

We made a joint agreement to give it another try during
the following semester (Spring 2011). One of the authors
started investigating the problems with the Daisy files. The
application Mary bought to play Daisy files with on the iPad
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was Voice of Daisy (VOD). After testing it on another iPad
with no improvement, a request for information on the files
and plea for help was sent by email to NLB. Although the
library showed huge interest in our approach, the only
information we got was how the CDs with Daisy files were
produced in the house. A second effort was then made
involving contact with the Japanese developer of the VOD
application. After several emails, they resolved the problem.
The reason for crashing of the App was the poor quality and
the erroneous offset of the files she received from the NLB.

As part of the agreement between the student and us a
supplementary intensive support period was given to her,
teaching her how to use the iAnnotate and other iPad
applications. Mary also agreed on monthly interviews with
the authors, in order to make sure that the progression of the
use of the iPad was not interrupted by yet another technical
problem.

It is very interesting to note that we have asked if we
could observe her working with the iPad in her courses.
Mary at once agreed to be observed at the lectures, with
many students attending. However, she definitely did not
want to have anyone observing her at small work group
meetings that are part of the course set up: “If I let you do
that, then I for sure will not make any friends in this class.”
Mary spoke directly about the issues of stigmatization in
relation to her need for assistive technology.

During the next few meetings in the spring semester she
reported increased use of the iPad for studying. And then,
one day it all fell into place. With some help, she had
developed her own way of working with the iPad, turning it
into a proper AT tool. She was able to use it anytime,
anywhere. And most importantly, she really enjoyed it!

Mary was using different applications for different needs.
Voice of Daisy was used for the part of the curriculum
involving books. For articles she used two applications
simultaneously. The first one was Speak-It with the
possibility to cut and paste part of the text and hear it. The
second one was iAnnotate where she could mark the text,
annotate it and enlarge it while simultaneously listening to it.
She was very pleased with the fact that she could choose part
of the text she wanted to hear, and was not forced to listen to
the whole text. She found her “own” special ways to use the
color and the strikethrough (see Figure 1).

a ing converg
Murie and Musterd (1996, p. 513) refer to g
“the welfare state and the housing system
within it”. Another generalisation is inherent &
in the many references to Scandinavian

countries, especially Sweden and Norway
(Silver, 1993; Dieleman and Hamnett, 1994;
Hamnett, 1996; Murie and Musterd, 1996;

earky  4970s. Two government reports
(St.meld. 76 1971-72 and St.meld. 92 1974~
75) touched briefly on certain negative

usterd and Ostendorf, 1998). The two
countries are presented as political and ideo-
with the exception that Sweden
is now sliding towards less subsidiation and
more individualism. This presentation is
valid for many policy areas, although not all. v
There is, for example, no ‘Scandinavian In spite of that, the debate that
model’ in housing and regional issues. More-  followed presented rather careful solutions to

aspects of socioeconomic segregati ich
as lack of interaction between soci ‘,mup-

Figure 1. Example of how Mary worked with text while listening to it.

The color was used to group similar topics, while the
strikethrough was used to remove uninteresting parts of the
text. The tactile interface made quick selection of the text
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possible. Using a normal laptop and mouse interaction would
have taken much longer. Mary’s interaction with the iPad
also became beautiful to watch; her movements are quick,
certain, effective, lightly dancing around the touch surface
(see Figure 2).

Figure 2. Mary is engaging with the text before it even loads fully.

Using VOD on the iPad was also easier than on the PC.
She explains: “Zooming in and out gives me a better view.
For example, I can always quickly find out where I am in the
text.”

In the classroom, she had the possibility of taking and
grouping all her notes on the iPad, using the default software
such as Notes shown in Figure 3.

Figure 3. Taking notes in class on the iPad

The aftermath of these joint efforts to make the iPad into
an AT shows that Mary’s interest in her field has increased,;
her confidence in being able to finish her studies has
increased and her overall attitude towards AT has improved.

Iv.

In the beginning, the children with reading difficulties
were indistinguishable from their peers. Together, they made
up a class of 26 students in a rural Norwegian school. Six
iPads were given to the class, five for students and one for
the teacher. Classroom got wireless connectivity in
conjunction with the pilot study, thus enabling wider use of
the Internet. Digitalized curriculum is not yet common in
elementary schools. In spite of this, access to digitalized
curriculum was obtained from the academic publisher (free
of charge) for Religion Studies, Mathematics and Science.

IRIS’S AND JOSH’S CASE
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English is relevant both as the subject at school and as the
language of applications. The students have some knowledge
of the language, but many are far from fluent. The traditional
way of teaching English was supplemented from the start of
the study with stories and Apps (such as Alice in
Wonderland or balloons) that could help students to improve
their English through play. One day per week was set as an
observation day.

All of the children were rather excited about having the
iPads in the classroom. They could also bring them home
(according to the schedule they made).

From the very start, we observed that many pupils liked
enlarging text, sometimes quite a bit (see Figure 4), while
reading.

Figure 4. Iris is enlarging text while reading

It is worthwhile mentioning a study [17], done on Kindle,
but with similar possibilities to enlarge letters. The authors
report: “The Kindle provides a choice of six different font
sizes. During this study, Amy generally kept her font at a
larger size than Winnie. In an interview, she explained that it
helped her '"read faster when the text was large." The
varying text size did create some challenges on days when
the girls decided to partner read, as the visual layout of their
Kindle '"pages" differed. The girls quickly learned to
synchronize their settings when reading together.”

The preference for larger text and ease in reading with
large letters is related to dyslexia [18]. If a child enlarges the
text to an unusual size, it signals that the child may have
reading difficulties. Both Iris and Josh do prefer to read on
the iPad to reading from paper, mainly because of the ability
to enlarge the text.

When iPads were collected for the first time in order to
see what kind of content the children have placed on their
them, one iPad differed from others significantly (see Figure
5). Josh has organized all the content into thematic groups,
being displayed quite neatly on the iPad. That was strange,
but even stranger was the fact that one of those groups had to
do with languages and translating from one language to
another using speech.

The organization of content soon became a class
standard, but no other students ever installed apps for
learning languages or translating from one language to
another. These actions made Josh visible to us.
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Figure 5. Josh’s iPad, compared to another one from the class. Note: the
third item in the first column is a category marked as snakk (trans. speak),
containing language speech based applications

In the course of the pilot study [1], Iris and the rest of her
family were interviewed twice. During the first interview, the
parents pointed out that the girls are “much more” interested
in homework, especially the one of them that has some
problems with reading. This is how we got interested in Iris.

In a later interview with the teacher, it was confirmed
that both children have difficulties reading. However, the
teacher told us: “This is very, very confidential.”

The teacher had some specific wishes regarding the use
of the iPad in class as assistive technology for children with
special needs. She said: “Groups who need special education
can be helped by the school. Having some iPads could be
like “a carrot on the stick” for students who cannot be
helped so easily and who are struggling a lot”. (trans.
Culén). The statement, positive as it is, also had a note of
resignation in the face of the complexity of the problems
comprising the child’s self-esteem, self-perception,
perception by others (often involving stigmatization),
parents’ involvement etc. On top of these challenges the
school would also face organizational challenges around
supporting the adoption for everyday use coupled with
adaption to the needs of an individual student.

The teachers comment about confidentiality has made
direct inquiry with children impossible, as well as use of the
same approach as we had with Mary. We were limited to
direct observations and questions around why do students
like to use the iPad.

Figure 6. The children participating in an experiment comparing the
understanding and retention after reading from paper and ipad using
SpeakText program.

In order to be able to grasp what kind of difference in
comprehension the iPad (through text-to-speech App
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SpeakText, see Figure 6) could enable for these two children
we designed a simple experiment. The experiment engaged
five children: the two with reading difficulties, and 3 without
difficulties, including Iris’s twin sister. The purpose of the
experiment was to give and indication of what could be done
with the use of iPad, and not to provide any statistically
significant results. The real purpose of the experiment was
not presented to the students for confidentiality reasons.
Rather, the experiment was presented as testing of the
effectiveness of reading on the iPad.

A. Experiment design

Our null hypothesis was that there is no difference in
understanding the text for children with and without reading
difficulties when they read from paper and when they select
the text on iPad and heard it read to them. It involves two
independent variables each having two conditions (children
with and without reading difficulties and reading from paper
or iPad’s app SpeakText).

The dependent variable (understanding of the text) was
measured by how the children answered 8 simple questions
after the reading (or hearing the text). Four of the questions
were retention (memory) based and the other four based on
understanding causes and effects in the story.

Due to the small number of children with reading
difficulties that we could recruit, the within the group design
was an obvious choice. Thus each student repeated the
reading session, followed by the answering session, twice —
once with paper and once with the iPad, where which was to
be done first was determined at random (see Figure 6).

The reading was done from two distinct passages from
the same text, approximately equal in length (374 words vs.
380 words), from a children’s book. The iPad app
SpeakText, with voice over text and highlighting while the
text is being read, needed 3 min. and 18 seconds to read the
380 word paragraph. The children’s reading from the paper
based on 374 words was timed for all five children. The
clock was stopped when the child indicated that they have
finished reading the paragraph. In one case, there is a slight
imprecision due to the fact that we did not stop the watch
precisely enough when the child indicated that she finished
the reading. The result is given as an approximate time in
Table 1.

The answer session was not timed, but the children knew
what to expect the second time around and they were
somewhat faster on the second set of questions than on the
first, indicating that some learning effect has taken place.

B. Results

Table 1 summarizes the results obtained from children
without reading difficulties. Table 2 summarizes the results
from those with reading difficulties. Each field in the table
gives the number of questions that were answered correctly
by the child. As mentioned above, in conjunction with paper
reading, the reading time was recorded (the iPad time was
always 3 min. and 18 seconds). After the reading was over,
the questions were handed in and the students could no
longer view the text they just read (or heard).
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TABLE L. SUMMARY FOR CHILDREN WITHOUT READING DIFFICULTIS
Under-
standing Child 1 Child 2 Child 3
iPad
Memory 4 4 4
Comprehension 4 2 3
Paper Time 1:54 Time 2:27 Approx. 2:30
Memory 3 3 4
Comprehension 4 2 3
TABLE II. SUMMARY FOR CHILDREN WITH READING DIFFICULTIES
Understanding Child 1 Child 2
iPad
Memory 3 4
Comprehension 2 4
Paper Time 15:29 Time 6:27
Memory 2 1
Comprehension 0 0

Note that neither of the children with reading difficulties
has answered any comprehension questions when reading
from the paper. Retention questions did not fare much better.
Although not perfect for both children, the results after the
iPad use were improved. It is also interesting to note that for
the children without reading difficulties, the iPad use shows
slightly better results.

These results are, of course only indicative due to a very
small sample size.

Post experiment, we collected impressions from the
children around the experience of reading from the iPad. The
children remarked that they liked zooming on the text as
well. Iris in particular mentioned twice that zooming helps
her. It would have been perhaps interesting to repeat the
experiment with both readings from the iPad, one of them
with possibility of enlarging the text and the other one with
SpeakText App.

V. CONCLUSION

In the process of working with the two cases, we believe
to have seen how tablet PC can bring forward some new
possibilities as AT in this sensitive and complex field.

In spite of the small sample size, the case of elementary
school children, at the very least, indicates the need for more
research related to AT. Our hope is that larger studies will be
conducted at elementary schools worldwide, inspired by this,
and similar small studies. We view the outcome of this study
to also be a contribution to the body of evidence that mobile
technology may be in some cases effectively used as AT.

The introduction of the iPad in the elementary class has,
in general, been a success. In particular, it offers clear
support to some children with reading difficulties. Even in
the situation where the impairment itself is confidential and
kept in silence. While it is still true that each child/student
with dyslexia or with reading difficulties needs individual
assessment as to what works and what does not work, there
is a number of possibilities that were very simple to try with
iPads (things like different apps for text to speech, changing
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synthetic voices in order to find the one that works the best,
enlargements, color annotations etc).

A very important point in favor of mobile assistive
technologies is that it minimizes stigmatization for the ones
using it. For example, for Mary, she could sit in the
classroom with her headset on and listen both to the text and
to the lecturer, without anyone thinking that this is strange or
even noticing it. Thus the stigmatization problem is
minimized at the same time allowing the user to attain more
self-confidence in academic arena.

In Iris’s and Josh’s case, the results of the experiment we
conducted have convinced the teacher and given her the will
and the encouragement she needed in order to support this
kind of iPad use in her class. Silently and inconspicuously
for the time being.

Finally, future work as we see it lies in conducting series
of smaller studies showcasing how different impairments
may be helped, followed by larger studies validating the
smaller ones and convincing the school leadership and the
policymakers as well.
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ABSTRACT

Location-based applications are growing in
importance as agencies are placing more and more
computing into their field applications. The
development of software for these applications needs
to consider the wide range of user skills. The present
work looks at the impact of spatial ability on a typical
Census Bureau application (address verification). A
study of a text guided software system for address
verification was conducted. The participants were
tested to determine their logical reasoning,
visualization, and perspective taking abilities. The
participants performed a set of address verification
tasks using a tablet in a stationary environment. The
study and results are presented and discussed.

Keywords: usability, spatial ability.

I. INTRODUCTION

Human  computer interaction  (HCI)
researchers have recognized the importance of
individual differences in cognitive abilities for
designing effective software applications. Zhang and
Norman [15] argue that a cognitive task is never
solely dependent upon the internal mindset of the
users nor is it solely related to effectiveness of
software design. Both individual differences and
system design have the potential to influence
computer performance. Among these differences,
spatial ability has been found to be one of the
strongest predictors of human computer performance
[2,3,4,12]. Lohman [8] defined spatial ability as “the
ability to generate, retain, retrieve, and transform
well-structured visual images” (p. 98).

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-177-9

Spatial ability has several dimensions. Two
important components are  visualization and
orientation. Spatial visualization has been defined as
the “ability to manipulate or transform the image of
spatial patterns into other arrangements” [5, p. 173].
Spatial orientation has been defined as the “ability to
perceive spatial patterns or to maintain orientation
with respect to objects in space” [5, p. 149].
Visualization and orientation have been shown to be
distinct from one another [6] yet most research on
computer performance examines either one or the
other [9]. The importance of spatial ability in
software user performance suggests that it may be
advantageous to the user if software systems were
able to accommodate individual differences in spatial
ability.  Sein, Olfman, Bostrom, and Davis [10]
investigated visualization ability in relationship to the
usage of three applications (email, modeling
software, and operating systems). They found that
persons with high visualization skills learned fastest
on all of the applications.

Another area related to interface design that
we found support for in the literature is guided
systems. Berger et al. [1] found that student’s
performance in discovery systems was dependent on
the level of their cognitive abilities. Sein et al. [10]
showed that low spatial users’ performance could be
improved by reducing the need for discovery.
Meanwhile, Zhang [14] showed that externalization
of help aids and extra navigation information can
offset the costs of using them. Vicente et al. [11]
suggest the use of a task list and instructions for users
as a possible accommodating strategy for users of a
spatial user interface.
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To investigate these ideas, we developed an address
verification software system. In this task, Census
Bureau field staff evaluate whether the location of an
address on the ground is properly represented on the
map. If a map error is detected, the location of the
housing unit on the map is modified to correct the
error. This task can be cognitively demanding. In
the field, the user makes a comparison between the
location of a housing unit as represented on the map
and on the ground.

Figure 1: The computer set up used in the
experiment.

Our goal was to investigate whether spatial
ability (especially visualization and perspective
taking) plays a role in this task and whether the use of
task lists and relevant instructions would help bridge
performance gaps between persons with low and high
spatial ability by reducing the need for discovery.
We tested whether using a guided system would
reduce the need for discovery for participants with
lower spatial ability. We hypothesized that spatial
ability would impact the map operations (e.g., zoom
and pan) as well as the overall performance (i.e., time
and accuracy).

I1. METHOD
A. Overview

We conducted a user study to evaluate
whether spatial ability affected user performance for
an address verification task using software interfaces
with or without textual protocol and software
guidance.  We recruited 24 subjects from the
community to perform 10 address verification
scenarios. Subjects were grouped by gender and age.
Within each group, each subject was randomly
assigned to the guided or unguided interface
treatment.  Unlike our paper map study [13], the
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present experiment was designed to impose a rigid
protocol on the participants.  The application
recorded the time it took participants to perform each
step in the procedure, the number of attempts to
match each address, the number of attempts to fix the
map, the accuracy in fixing the map, and the number
of times specific buttons or other software tools were
used.
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b) Unguided User Interface.

Figure 2. The guided and unguided interfaces.
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B. Participants

The twenty-four subjects were recruited
through fliers posted on the lowa State University
campus, local grocery stores, coffee shops, the public
library, and word of mouth. This method was used
because it mimicked recruiting strategies used by the
Census Bureau to recruit address listing staff. The
twenty-four participants were equally split by age
(<=30, >30) and by gender (female, male).

C. Experimental Task and Computing
Environment

The experimental task involved comparing a
housing unit configuration on the ground (simulated
with photographs of the two sides of the street —
Figure 1) with the corresponding information in the
map. Possible outcomes from comparing ground and
map locations are: 1) the ground situation is correctly
reflected in the map requiring no further action; 2)
the map has an error of commission that requires a
map spot to be removed; 3) the map has an error of
omission that requires a map spot to be inserted; and
4) the map has an error in the housing unit location
that requires the map spot to be relocated.

To successfully perform the task, the
following steps need to be executed: 1) find the
address on the ground (i.e., in the photos presented to
the subject), 2) locate the address on the software
map, 3) answer a question posed by the software as to
whether or not the address was on the map, 4) if so,
answer a question posed by the software as to
whether or not the address was in the correct location
on the map, and 5) fix the map if an error was
identified. Software was developed to instantiate the
experimental task. The software generated displays
of photographic images of the ground setting on two
monitors, one for each side of the street (Figure 1).
In addition, the software presented a map-based
interface on a tablet PC. The two monitors used in
the second session to display the street photographs
were Dell UltraSharp 2000FP 20-inch Flat Panel
Monitors (16 inches in width and 12 inches in
height).  The physical dimensions of the map
software on the tablet PC were reduced to emulate
the size of a handheld. The specific measurements
were 2 1/4 inches in width by 3 inches in height for
the active interface area and 2 1/16 inches in width
and 1 7/8 inches in height for the map display area.
The computer used to display the interface was a
Gateway Tablet PC M1300. This tablet had a 12.1-
inch active matrix LCD color screen and was
configured in a landscape display for the experiment
(9 3/4 in x 7 1/4 in) (Figure 1). The interface
mimicked the size of a handheld computer that might
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be used in the field. The guided version of the
software displayed an interface that included
guidance on what the user should be doing. The
unguided version of the software had the same
functionality and layout, but provided no guidance
(Figure 2).

The guided version included a yellow box at
the top of the screen that provided real-time feedback
on the step to be executed by the subject. To the left
was a list of steps that the subject had to accomplish
to complete each scenario. As the user progressed
through each step, the current step was highlighted
within the list. To the right was an instruction box
that provided information about what actions needed
to be accomplished on each screen to complete the
step. For example, if the user was on a screen in
which they were required to fix the map, the screen
would tell them one of the specific fixes that needed
to be accomplished, such as “Tap delete button”.
Map-related functions were the same on both
interfaces, and included zoom, pan, reset map, add
map spot, and delete map spot. Both interfaces also
included an address bar that presented the target
address for each of the 10 different scenarios. The
software recorded each user action and generated a
summary of performance measures for analysis.
Specific variables included time spent on each
screen, number of attempts to answer each address
matching question, positional accuracy in fixing
maps, and number of times each map tool was used.

For the photographic images, we used
manipulated photos of streetscapes. The original
photos were taken in areas of Story County that were
not highly trafficked so that subjects would not
recognize street configurations. The experiment used
maps that were compiled based on lowa data from
Black Hawk County and the Department of
Transportation (DOT). These maps were similar to
TIGER/Line shape files that are used by the Census
Bureau. The manipulation created settings that
challenged the users in ways that were consistent
with the objectives of the study. For example, we
removed a structure from a photo to create a vacant
lot on the ground where the map included an existing
map spot. In developing the scenarios, we created
variation in relation to six factors. These factors
included photo, street name, road configuration (e.g.,
four-way intersection, three-way intersection, etc.),
rotation (e.g., north up, south up, etc.), map, and
corrective action required.

D. Experimental Procedure

The experiment involved two sessions with
subjects. The first session was used to test the
subjects and the subjects performed the map task in
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the second session. During the first session, each
subject was presented with an informed consent
form. After having read this form and signed it,
cognitive tests were administered to the subjects. A
test script was used to ensure consistency. Three
cognitive tests were administered to each subject.
These tests included Ekstrom et al. (1976) paper-
based assessments on visualization (VZ-2) and
logical reasoning (Ekstrom et al. 1976) and the
Kozhevnikov et al. (2006) computerized perspective
taking assessment on orientation. The Inference Test
on reasoning was administered first and the Paper-
folding Test on spatial visualization was administered
second. After the paper-based tests were completed,
the subjects were taken to a computer lab where they
completed the background questionnaire. Next they
were trained on the Perspective Taking software (PT)
and then they proceeded to complete the test. The PT
results were compiled by a research team member
who was not involved in working with subjects and
used to randomize subjects to guided and unguided
treatments  within  age-gender  groups. The
randomization procedure ensured balance in spatial
ability across treatments within these groups.

The second sessions took place throughout
the two weeks that followed the first session and
lasted approximately one hour each. When a subject
returned, s/he was informed that s/he would perform
a task that comparing the location of a target housing
unit on the ground with its representation on the map.
Subjects were trained on the task procedure using an
example scenario that was based on two color paper
printouts. One color printout included two street
photos and the other included a zoomed-in map that
emulated the map that would be displayed on the
software interface. The tablet touch screen
calibration was performed by each subject to ensure
that the tablet was sensitive to the user’s handedness
and the way in which s/he used the stylus. Finally,
the user was trained to use the software to accomplish
the experimental task and allowed to practice with
two computerized practice scenarios. After training,
the subject proceeded to complete each of 10 test
scenarios.  After completing the experiment, the
subject received a $30 gift card.

E. Analysis Methods

The impact of interface treatment (i.e.,
guided or unguided) and associations with
demographic and cognitive ability covariates on the
subjects’ behavioral and performance measures were
evaluated using regression procedures. Response
variables included the time required to perform each
scenario, the accuracy of locations for addresses that
required adding or moving map spots, the number of
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times the pan button was used, and the number of
times the zoom button was used. Accuracy of a
newly placed housing unit map spot was derived by
computing the distance (in meters) between the
centroid of the parcel in which the housing unit was
located and the location of the housing unit inserted
by the subject. Because preliminary analyses
indicated that the location accuracy variable required
a transformation to meet regression analysis
assumptions, a log transformation was applied to this
variable prior to fitting the regression model. The
interface treatment variable was expressed as an
indicator variable indicating whether the subject was
assigned to the guided treatment or not.
Demographic variables (expressed as classification
variables) included in the model were age category
(18-29 years of age, 30-39 years of age, 40-59 years
of age, or 60 years and older) and gender. For the
cognitive tests, we standardized for visualization,
perspective taking, and logical reasoning. To avoid
problems with collinearity among spatial ability
measures, we ran 3 sets of analyses: a) we used only
VZ, b) both VZ and the spatial difference (VZ-PT)
were used, c¢) average (VZ+PT)/2 and the spatial
difference were used. Regression models were fit
using an ordinary least squares (PROC GLM in SAS,
citation). We examined residuals for departures from
assumptions of homogenous variance and linearity.
Tests of whether regression parameters were equal to
zero were conducted to identify which covariates
were associated with each response variable.

I1l. RESULTS

Table 1 presents the test results from the
analysis for time, log accuracy, zoom button usage,
pan button usage, and map reset button usage.
Guidance was not related to any performance
measure, after accounting for the other explanatory
variables, except gender. In analysis ¢) we found a
significant negative association between average of
visualization and perspective taking and time to
perform the task. The estimated regression
coefficient was -320 (SE=145) indicating that as the
average of the visualization and perspective taking
standardized test scores increased by one unit, the
average time spent on completing the full exercise
was reduced by an estimated 320 seconds (holding
other variables constant). Analyses a) -327 (SE=189)
and b) -245 (SE=74) found similar results for
association between VZ and the time required.

There was a significant negative association
in analysis c¢) between error in housing unit location
(log meters) and spatial difference. The estimated
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Table 2. P-values for ANOVA F-tests for each interesting performance variable.

Time Accuracy ~ Zoom
(sec) (log m)

User Map Pan
(# zoom Resets (# pan

actions) (#reset  actions)
Source actions)
Age 0.02°
Gender 0.02° 0.009°
Gender * Interface 0.01°
vz 0.001° 0.03° 0.03 0.03°
Spatial Difference (VZ-PT) 0.006°" 0.02°¢ 0.02°¢

Spatial Average

0.05°

a) Analysis only with VZ.

b) Analysis with both VZ and Spatial Difference.

c) Analysis with both the average and Spatial Difference.

regression coefficient was -.69 (SE=.26), indicating
that for every unit increase in the difference between
visualization and perspective taking standardized test
scores, the user-determined housing unit locations
was an estimated .69 log meters closer to the target
location. There was also a significant association
between gender and accuracy in analysis c). The
estimated regression coefficient was 1.25 (SE=.48)
which indicated that females tended to be 1.25 log
meters less accurate than males.

Analysis ¢) found significant negative
association between age and the use of the zoom.
The estimated regression coefficient was -5.18
(SE=2.15), which meant that older subjects tended to
make less use of the zoom tool. Analysis b) saw a
negative association -5.56 (SE=2.36) between VZ
and zoom. A positive association 19.82 (SE=6.83)
also showed up between guided females and the use
of zoom in analysis b). A significant negative
association of the differences between visualization
and perspective taking scores and use of the pan
buttons was found in analysis ¢). The estimated
regression coefficient was -52.13 (SE=19.94) which
meant that subjects with high visualization relative to
perspective taking scores tended to make less use of
the pan tool. Finally, a negative association was
found in analysis a) for the use of the reset map
button (-1.93 (SE=0.82)).

1V. DISCUSSION

An important goal of this research was to
investigate the relationship of spatial ability and user
software performance for a map-related task in
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relation to two specific sub-factors of spatial
visualization and orientation (i.e., perspective taking)
abilities. It is clear from the analyses that the results
were sensitive to the relationship between the two
spatial parameters used. To get a complete
understanding, we used the three combinations of
parameters (a,b,c) shown in the legend of Table 1.
Our results indicate the maps were more sensitive to
VZ than the average of the two spatial parameters.
We found that higher visualization scores tended to
be correlated with faster performance times and
fewer map operations (zooms, pans, and map resets).
The association between spatial ability and user
performance is consistent with findings from a large
body of literature in software use (Dahlback et al.,
1996; Egan, 1988; Vicente, Hayes, & Williges, 1987;
Egan & Gomez, 1985). In addition, our results
extend this finding to map-based interfaces.

We also saw that for this set of data that
there were differential effects of spatial ability sub-
factors corresponding to visualization and perspective
taking. Subjects with higher spatial differences were
able to more accurately record the location of
addresses that were missing from the map.

Pan usage was also lower for subjects with
higher spatial differences, which is a likely result of
pan usages being lower for subjects with higher VZ
scores. Older subjects tended to use the zoom tool
less frequently. Based on their successful completion
of the tasks, there isn’t any indication that this
impacted their overall performance.

Spatial ability has also been found to vary
by gender, and when this factor is significant, results
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indicate that spatial ability tends to be higher for men
relative to women (Linn & Peterson, 1985). We
found that on average, male subjects most accurately
placed housing units on the map when the ground
situation showed a housing unit that was not initially
present on the map. In addition females relied to
some degree on the guided interface.

The logical reasoning abilities of the
participants were not significant for any of the
performance parameters.

The lack of a relationship between the
availability of the software layout (i.e., guided
treatment) and spatial ability was somewhat
surprising.  Based on the connection between
discovery of the software structure and visualization
scores in the literature, one would have expected
more value from the guided interface. The question
of interest is whether the fact that our software broke
the task into a series of rather simple self-contained
subtasks (Figure 2) reduced the participants’ need for
discovery in the sense detailed by Sein et al. (1993).
There are two directions we will be able to go to
better understand why we didn’t see a relationship.
One issue is the complexity of the task. We are
currently conducting two studies to provide more
information on what participant skills are being used
in the address verification task. Future experiments
will be designed to look at other forms of guidance to
help us determine whether our guidance structure
and/or content was inadequate.
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Abstract— Most of the people make presentations by using
tools such as pointers. However, the use of information devices
such as laser pointers and mice can restrict the presenter’s
embodied motions and actions. In this paper, we propose a
presentation support system that can expand embodiment by
using a portable touch screen device. First, we develop a
prototype of the system by using an iPhone, and then, we
perform experimental evaluation. Next, we performe the
evaluation of the modes of PPTouch, and the effectiveness of
the system in various situations is clarified. Then we performe
comparison with conventional pointers, and evaluation by
participants. Both experiments also show the effectives of
PPTouch.

Keywords- presentation support; expansion of embodiment

l. INTRODUCTION

In presentations, tools such as pointers are used together
with embodied motions and actions of body language and
gestures [1]. However, the use of information devices such
as laser pointers and mice can restrict the presenter’s
embodied motions and actions. For example, when using a
pointer, a presenter can explain the slides with various
motions and actions depending on the content. Nevertheless,
when the presenter uses a laser pointer or mouse, the
participants may have difficulty seeing the presenter’s
movements, and this makes the presentation harder to
understand.

Several researchers have studied this problem and
attempting to provide possible solutions by using
information devices. For instance, Murata et al. developed a
presentation tool that superimposes a shadow, as in an OHP
presentation [2]. Shimizu et al. developed a system that
enables multiple pointing using mobile devices [3]. Some
applications are available on App Store for iPhone [4, 5] or
iPhone software [6]. However, these researches are based on
functional support.

On the other hand, we have developed a presentation
support system that can share embodied rhythms between the
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presenter and the participants and demonstrated the
effectiveness of our system. Our speech-driven embodied
entrainment presentation support system can generate a
listeners” nodding reaction via visual and auditory
information and create a sense of unity between presenters
and participants [7]. We have also introduced the presenter’s
embodied motions and actions into the system via a pen
display and enabled the rhythmic communication of
information [8]. In this study, we introduce the concept of
PPTouch. With PPTouch, presenters can use mobile devices
with embodied motions and actions as if they are a part of
their body by expanding embodiment. We also develop a
prototype and perform evaluation experiments.

Il.  CONCEPT

Figure 1 shows the concept of PPTouch. The presenter
moves the finger-shaped cursor on the screen by operating a
mobile touchscreen device, and the presenter can feel as if
the embodiment is expanded.

The mobile device has a touch screen and is WiFi-
enabled. Its use allows the presenter to gesture from various
positions in various situations. Moreover, because the
touchscreen has an intuitive interface, it can be used as if it
is a part of the presenter’s body.

In addition, the embodied visual effects such as the

finger-shaped  cursor enhance the efficiency of
communication.

With motions
and actions

Sense of unity,

sharing

Fig. 1 Concept of PPTouch.
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I1l.  PPToucH

A. System Configuration

Figure 2 shows the system configuration of PPTouch.
For the mobile touchscreen device, we used an Apple
iPhone (with i0S 4.2.1) and developed the software using
XCode 3.2.6. When a presenter touches the iPhone screen,
the software detects the input. When cursor operations are
input, messages are sent to the PC (HP, EliteBook 8730w)
using UDP. When page-control or effect-control commands
are input, messages are sent using TCP. The PC handles the
received messages and controls the presentation software
(Microsoft, PowerPoint 2010). A finger-shaped cursor is
projected on the main screen and controlled using the
iPhone.

B. Modes for Expanding Embodiment
On the iPhone, we display a copy of the projected slide in

the upper section of the touchscreen. The lower section
contains the buttons that control the visual effects. We have
developed three operation modes (see Figure 3):
Mode A: Finger cursor

A finger-shaped cursor is displayed on the iPhone screen
and synchronized with the cursor on the main screen. By
moving the iPhone cursor, presenters can point to the same
point of the main screen.

ge handling

))) E’mmmnt Operation
Video nutputl

Visual effects

T¥Z~

)
TXZ

TR~

Fig. 2 System configuration.

Fig. 3 Three modes for expanding embodiment.
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Mode B: No finger cursor

Presenters can touch a point on the iPhone slide, and the
cursor on the main screen will move to that point. Presenters
feel as if they are directly touching the main screen. No
finger-shaped cursor is displayed.

Mode C: Touchpad

As for a PC touchpad, the finger cursor on the screen
moves according to the distance to which it is dragged.
There is no slide or finger cursor on the mobile device.

IV. COMPARISON BETWEEN MODES

A. Method

To compare the three modes, we assumed the four
presentation scenarios shown in Table 1 and conducted an
experimental evaluation.

First, we explained PPTouch and the experimental
scenario and asked the subjects to become familiar with the
PPTouch system. We then selected a scenario, randomly.
We evaluated the modes via a paired comparison (sP, = 6)
by asking the subjects to give a presentation using the three
modes in random order. For the presentation, we prepared
three slides that the subjects could easily explain without
any previous knowledge. The slides included red keywords,
as shown in Figure 4 and the subjects were asked to
emphasize these during the presentation. We followed this
procedure for four scenarios.

After that, the subjects were instructed to perform seven-
point bipolar rating scale from 1 (not at all) to 7 (extremely),
over all evaluation, and free comments of each mode as an
overall evaluation. The experiment was performed by 15
pairs of 30 Japanese students. Figure 5 shows the example
scene of the experiment.

Table 1. Scenarios.

Scenario| Details
Large

screen

Presenter can not touch the screen.

Medium| Presentation in a room with a medium
screen | screen. Presenter can use a pointer.

Speech | Presenter looks at the audience.

Meeting| Presenter and participant sit side by side.

- ARIXIS3HFA
- BAERERT HiEHE

- 19954 | BRIk R KR K¢
HiEEf

- N=N=FUFRERT—FRARY FTHE

Fig. 4 Example slide.
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B. Results

Table 2 shows the results of paired comparison. Here, the
Bradley-Terry model [9] was fitted to the result for a
quantitative analysis, and preference n was estimated. Figure
6 shows the result. As a result, in a large screen scenery the
“mode A - finger cursor” and “Mode B - no finger cursor”
were rated about twice than ” Mode C - touchpad”. In a
medium screen scenario, mode B was rated more than twice
as high as mode C. In speech, mode A was rated extremely
high. In meetings, there was no large difference.

Fig. 7 shows the result of overall evaluations. Mode B
was rated highest. Mode A followed to it, however, mode C
was not selected so much.

Figure 8 shows the results of seven-points bipolar rating.
The result of average, SD, and the Friedman test are also
shown in this figure. For “I felt as if | was touching the
screen” and “I looked at the device frequently”, there was a
significant difference at a significance level of 1%; mode A
and mode B were rated higher than mode C. There was also
significant difference in “I looked at the main screen”.

Table 3 shows the result of users’ comments. Mode A
and mode B were commented favorably, however, some of
the subject pointed out that “I had to check the finger
position”, etc.

Large screen Medium screen

Speech

Meeting

Fig. 5 Four experimental sceneries.

Table 2. Results of paired comparison.

Lary Medium

smg:" A | B | C | total soreen | A | B | C | total
A 15123 | 38 A 12118 | 30
B 15 19| 34 B 18 20| 38
C 7 |11 18 C 12|10 22

Speech | A | B | C | total | | Meetine | A | B | C | total
A 22 129 | 51 A 16 | 17 | 33
B 8 25| 33 B 14 13| 27
C 1 5 6 C 13 | 17 30
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Large screen

mA
Medium screen
=B
Speech oC
Meeting
Fig. 6 Preference n.
mA
[=]:)
ac
0 2 4 6 8 10
Fig. 7 Overall evaluations.
7 ] ¥ Pt *% P<0.01
o 1Ll a1 1]
(5] 01 *4)
5
P A I1A
P =
3 [ I
2 i o8
1 Ac

®© @ ® ® 6 e

(@D 1 telt as it | was touching the screen

2 1 made presentation with looking at participants
(3 I looked at the device freauently

@ 1 looked at front screen

®) It was good to make presentation

(® | want to use the device

Table 3. Users’ comments.

Positive comments

Fig. 8 Results of seven-point bipolar rating.

The cursor made it easy to know where
was pointing.

I could operate intuitively.
| could use it unconsciously.

I could perform familiar operations in a

standing position.

A

Negative comments

1 had to look for the cursor first.

B

1 had to check the finger position.

C

I had to check the pointer’s position
constantly.
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C. Discussion

Mode B (no finger cursor) received the highest
evaluations except in the speech scenario. Thus, mode B
was confirmed to be useful in various situations. Mode A
(finger cursor) was also rated highly, especially in the
speech scenario. Thus, a presenter can use this device even
when facing the audience. Modes A and B were rated highly
overall and in the category | felt as if | was touching the
screen. Thus, our device is useful for presentation support.
On the other hand, mode C received some positive
evaluations; this was because some subjects favored a
familiar operation on a mobile device. These results show
the effectiveness of PPTouch.

V. COMPARISON WITH CONVENTIONAL POINTERS

A. Method

Next, we compared the use of a pointer, a laser pointer,
and PPTouch in three scenarios: large screen, medium screen,
and meeting (see Figure 9). In the experiment, we asked each
pair of subjects to choose the appropriate mode and become
familiar with PPTouch. Then, we asked one person in each
pair to identify himself/herself as the presenter and the other
as the participant.

We selected one scenario randomly. We evaluated the
modes via a paired comparison (3P, = 6) by asking the
subjects to give a presentation using the three modes in
random order. Then, the subjects were instructed to perform
seven-point bipolar rating scale from 1 (not at all) to 7
(extremely), and free comments of each mode. The
experiment was performed by 15 pairs of 30 Japanese
students.

B. Results

Table 4 shows the results of paired comparison. (Pointer
is described as S, Laser pointer is L, and PPTouch is P
hereafter). Here, the Bradley-Terry model was fitted to the
result for a quantitative analysis, and preference © was

Medium Screen

Large Screen

Meeting
Fig. 9 Three devices and three sceneries.
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estimated. Figure 10 shows the result. As a result, laser
pointer was rated high in meeting. PPTouch was rated high
in all scenery. Figure 11 shows the results of seven-point
bipolar rating. The result of average, SD, and the Friedman
test is also shown in this figure. Friedman’s test revealed
significant differences of 1% between the pointer and
PPTouch for all items. There was a 1% significant
difference for “I was good to make the presentation”, “My
pointing was clear”, and “I want to use the device” between
the pointer and laser pointer. There was a 5% significant
difference for “I could move or gesture freely”. On the other
hand, there was no significant difference between the results
for the laser pointer and PPTouch.

We then classified the results on the basis of the
response to “I want to use the device”. Figure 12 shows the
results. Seventeen subjects preferred PPTouch, and thirteen
preferred other devices. As shown in Figure 12, seventeen
rated PPTouch highly. Friedman’s test revealed significant
differences of 1% or 5% between the pointers for all the
responses. There was a 1% significant difference for ““I want
to use the device”. There was a 5% significant difference for
“It was good to give the presentation”, “l looked at the
participants”, and “I felt as if | was touching the screen”. On
the other hand, the remaining thirteen participants reported
no significant difference between the results for the laser
pointer and PPTouch. Thus, PPTouch was rated as highly as
the laser pointer.

Figure 13 shows the results by participants. There are
significant differences between pointer and other devices at
1% or 5% of significant level. However, there was no
significant difference between laser pointer and PPTouch.

Table 5 shows the result of users’ comments. PPTouch
commented favorably for both presenter and participants.
However, some of the subject pointed out that “Some of the
words may be hidden by the finger cursor”, etc.

Table 4. Results of paired comparison.

Medium

el s | L | P |total | [Mm| s | L | P | total
S 3]0 3 S 12 10| 22
L 27 7 34 L 18 11 29
P 30| 23 53 P 20 | 19 39
Meeting S L total
S 4] 4] 6]
L 30 20| 50
P 30| 10 40
Large screen ‘ ms
\
Medium screen L
| -
Meeting

Fig. 10 Preference m.
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Fig. 11 Results of seven-point bipolar rating (presenters).
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Fig. 12 Results of seven-point bipolar rating (presenters)
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Table 5. Users” comments.
Presenter

*PPTouch was versatile sufficlently.

*The pointed area was easy to
understand.

*1 could make the main presentation
without looking at the front screen.

*1 had to look at the device till | got
used to it.

*Some words may be hidden by the
finger cursor.

*The font size on the screen
was small.

Positive comments

Negative comments

Participants

*Important points were emphasixed
adequately.

*The pointing was clear.

Positive comments

*Some of the words may be hidden
by the finger cursor.

*The presenter looked at the device
during the presentation.

Negative comments

C. Discussion

The pointer was rated highly in the medium-screen
scenario, but its use is limited by its length. The laser pointer
was rated highly in the meeting scenario because it was
useful when the presenter pointed to the screen from the
front. PPTouch was rated highly in all scenarios. Thus, we
conclude that PPTouch is sufficiently versatile for various
presentation scenarios.

VI. EVALUATION BY PARTICIPANTS

A. Method

According to Lilian’s study, Highlighting, Outlining, the
Pointing and Emphasizing are important in presentation [1].
As an evaluation experiment by participants the situation
with a big screen where PPTouch can be used easily was
prepared (see Figure 14 of left). The experiment was
conducted by 3 persons (one presenter and two auditors
were in a pair).

First, we prepared the slide for each subject (Figure 15),
and asked them practice the presentation by using PPTouch.
In the practice, we told the method of pointing according to
the contents of the slide, how to move the cursor at the
presentation, and how to change the size of a cursor. After
that, they performed the presentation of the slide using a
laser pointer or PPTouch. Then, the participant filled in the
seven-points bipolar rating and free questionnaire of the
device. These are determined as one set. Then, we changed
the device and asked them to fill out the form again. Then,
they changed a presenter as a next set. And they performed
the three set in total.

An order of the used slides or a device was in random.
The experiment was performed by 10 pairs of 30 Japanese
students.
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Fig. 14 Big screen scenario for evaluation by the
participants.

THNBORE

Outlining

Pointing Emphasizing

Fig. 15 Example of the slides.

B. Results

Figure 16 shows the results. Friedman’s test revealed
significant differences of 1% or 5% between the pointers for
the items 3 —(@. There was a 1% significant difference for
“The figure was highlighted” and “Explanation of the graph
was understandable” and “The pointing was clear” and “I
want to use the device”. There was a 5% significant
difference for “The text on the slide was clearly
emphasized”.

sk 5 p<0.01
kk  kk  kk * l:l:(;jl.ﬂm;
6
5 |
&P
4 +
3 |
2
1
o @ ®® e 6 6 O

(@ It was an understandable presentation.
@twasa polite presentation.

(@ The figure was highlighted.

@ Explanation of the graph was understandable.
(®) The pointing was clear.

(® The text slide was clearly emphasized.

@ | want to use the device.

Fig. 16 Results of seven-point bipolar rating (participants).
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C. Discussion

Because the cursor position of PPTouch was stable, the
participants rated PPTouch higher than laser pointer. As for
Emphasizing, it was not rated so high than the other modes.
It may be caused by the occlusion by the finger cursor.

VIlI. CONCLUSION

In this study, we proposed a PPTouch presentation
support system that can expand embodiment. We developed
a prototype using an iPhone and implemented three
operation modes. Then, we performed an experimental
evaluation, the results of which showed that PPTouch is
useful for presentation support in various scenarios. We then
compared PPTouch with conventional pointers and found
that PPTouch is sufficiently versatile. Also, we performed
evaluation experiment by the participants, and made clear its
advantage.
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Abstract—Although mobile devices include accessibility
features available for visually impaired users, the user
interface of the majority of the mobile apps is designed for
sighted people. It is clear that “Design for Usability” differs
depending if the final user is a sighted user or a visually
impaired user. This paper introduces the concept of “Low
Vision Mobile App Portal”, which provides a way to access
mobile apps specifically designed for visually impaired users.
Some design aspects will be described. Preliminary results
show some of the low vision controls specifically design for
visually impaired users.

Keywords - design; mobile App; visually impaired; blind;
usability; low vision mobile portal; accesibility; iOS ; iPhone

L INTRODUCTION

This research work deals about design, mobile App
design centered on low vision users. The concept of
Universal Design has been widely used in several fields,
such as architecture or product design. This term was coined
by the Architect Ronald L. Mace [1], and refers to the idea of
designing products to be aesthetic and usable by everyone,
regardless of their age, ability or status in life.

The most common adjectives used when referring to
universal design are: simple, intuitive, equitable, flexibility,
perceptible or tolerance for error. The term Universal Design
is closely related to other terms such us accessibility or
usability [2].

With the appearance of the new technologies, the term
accessibility is extended to computer accessibility. The
majority of the operative systems include new and
innovative solutions for people with disabilities. See Fig.1.

Due the growth of Internet, there is a specific section
inside computer accessibility dealing with web accessibility.

Some authors [3-7] have written about this topic,
describing assistive technologies for web browsing: speech

(2) (b)

Figure 1. Accesibility options: (a) Windows 7 (b) Mac OSX
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recognition, screen magnification or screen reader software.

In 1999, the Web Accessibility Initiative (WAI)
published the Web Content Accessibility Guidelines WCAG,
to improve the accessibility of the web for people with
disabilities.

Since the appearance of mobile devices, human computer
interaction has changed significantly, appearing new
techniques for usability evaluation [8-9]. The usability tests
evaluate the user interface and navigation issues in different
environments.

A radical changed has occurred since the development of
touch screen based mobile devices, such as the iPhone, iPad
or Android devices. In less that a couple of years, gesture
based interaction has become a standard on the majority of
mobile devices.

It is an emerging area of research since touch displays are
more and more present in our everyday life [10-11]. Touch
screens provide a great flexibility and a direct access to
controls and information, but on the other hand, the physical
feedback is lost, making them less accessible to visually
impaired and blind users. The goal of our research work is to
facilitate low vision users the interaction with devices that
use this kind of displays.

So, this paper deals about design. Design of touch based
mobile apps usable by visually impaired people. Despite the
great effort of hardware manufacturers to include
accessibility features in their touch based mobile devices,
they are not good enough to obtain a good visually impaired
user experience. Since most of the existing apps are designed
for sighted users, the accessibility features are not always
adequate to obtain a reliable result.

Section II of this paper describes the importance of
designing specific mobile apps for low vision users. Design
for Usability is an essential requirement to achieve a good
feedback from visual impaired users when using the apps.

In section III, the Low Vision Mobile App Portal is
introduced. Thanks to this portal, visually impaired people
will have the possibility of accessing an extensive collection
of apps specifically designed for visually impaired users.

Later on, section IV describes some of the mobile apps
that will be available in the Low Vision Mobile App Portal.
Traditional apps such as telephone, calendar or contacts need
to be reinvented. On the other hand, specific apps for blind
users, such as text magnifiers or GPS, need to be effectively
designed.
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The paper finishes with some conclusions, which show
the benefits of using Design for Usability when designing
apps for blind and visually impaired users.

II.  DESIGN FOR USABILITY FOR BLIND AND VISUALLY
IMPAIRED USERS

Following are described some basic concepts needed in
order to design specific mobile apps for visually impaired
users. i0S devices (iPhone and iPad) are used to illustrate
these ideas.

A. User Experience / Usability

One of the best ways to evaluate the effectiveness of a
product design is to obtain a good user experience [12-13].

User Experience is about how a person feels about using
a product, system or service. User experience highlights the
experiential, affective, meaningful and valuable aspects of
human-computer interaction [14]. As its name indicates, user
experience focused on the user.

As example of user experience in touch screen based
devices, iPhone and iPad have an specific Human Interface
Guidelines [15], which describes the guidelines and
principles that help developers to design a superlative user
interface and a user experience for the iOS app. These
guidelines are oriented to design apps for sighted users.

Usability describes the quality of user experience.

B.  Accesibility in mobile Apps

Accessibility is a general term used to describe the
degree to which a product, device, service, or environment is
available to as many people as possible [16].

As example, iPhone and iPad include a set of features
specifically designed to provide accessibility to users with
special needs. Some of these features are: VoiceOver, Voice
Control, White on Black, Zoom, Speak auto-text, tactile
buttons, giant fonts, hands-free speakerphone, audible,
visible and vibrating alerts or assignable ringtones.

In order to create accessible apps, Apple Accessibility
Programming Guide [17] helps iOS developers make their
applications accessible to low vision users, using the Voice
over feature.

Once user experience, usability and accessibility have
been defined, we can concentrate on mobile Apps design.
The vast majority of the 425.000 iOS apps available at the
App Store have been designed for sighted users. The user
interface and the usability tests of these apps have been
designed focusing on sighted users. If the designer decides to
make the app accessible for low vision or blind users, he can
add an extra layer with useful labels and hints that will be
used by VoiceOver feature.

Figure 2a shows this design situation. A mobile app
designed for sighted users with an extra layer including
accessibility features. Although blind users could use this
mobile app, the user interface has not been conceived for
blind users. In this case, design for usability applies only for
sighted users and blind user experience is not assured at all.

Figure 2b shows a different design scenario. In this case,
the mobile app has been designed centered on low vision
people. Design for usability applies directly to visually
impaired and blind users. It affects to design aspects of the
user interface, such us the size of the controls, position,
shape, image contrast, brightness, etc. Voice over
accessibility features are not just an extra layer, they are
directly connected to the main user controls.

If we want to design apps for visually impaired people,
we should go to the scenario shown in Figure 2b, instead of
adding accessibility features to apps that are not initially
conceived for visually impaired users.

According to this premise, specific apps are needed for
visually impaired users in order to obtain the best user
experience. Even for those general apps, such us calendar,
contacts or phone, a specific design app will increase
dramatically the usability and user experience for visually
impaired users.

-

[ DESIGN FOR USABILITY / USER EXPERIENCE ]

\SIGHTED USERS

A) APP DESIGNED FOR SIGHTED USERS

[ ACCESIBILITY ]

BLIND USERSJ

-

QIGHTED USERS

B) APP DESIGNED FOR BLIND USERS

[ DESIGN FOR USABILITY / USER EXPERIENCE ]

[ ACCESIBILITY ]

BLIND USERy

Figure 2. Mobile Apps designed for (a) sighted user (b) blind users.
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It is also clear the advantage of using this low vision
focused design in the development of specific apps, such us
magnifiers, screen readers, GPS locators, etc.

An analogy that would help to understand this design
singularity occurs between the iPhone and the iPad devices.
If you have to design the same app for both devices, the user
interface can be dramatically different. There are even
specific i10S controls that are available only for iPad. If the
size of the device could influence so much the final
appearance of user interface, you can imagine how different
would be the App user interface whether the final user is
sighted or blind.

“OAJ

Figure 3. Non Usable Accesibility design.

In other words, the scenario given on Figure 2b would be
defined as Usable Accessibility Design. Design for usability
is focused on low vision users and it is using the available
accessibility features.

Another useful analogy to understand our approach is
shown in Figure 3. It shows a ramp that is used to cross some
steps. The initial design of the steps was not conceived for
disable people, but the ramp is an alternative that would
work. The slope is quite pronounced and the disabled users
would require the assistance of other people to cross the
steps. The best alternative would have been the design of an
alternative accessible route with a lower slope.

If we translate this to the design of mobile apps for
visually impaired users, the figure of the ramp would be
equivalent to the Voice Over feature included on the iPhone
and iPad devices. This feature acts like an extra layer added
to the mobile app, which was originally designed for sighted
users. Voice Over is a great tool that facilitates low vision
users the interaction with apps designed for sighted users, but
a design centered on visually impaired users would be a
much better solution.
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III. Low VISION MOBILE APP PORTAL

The main goal of our project is to create a collection of
mobile Apps for visually impaired users. In order to facilitate
the access to these apps, our approach consists on the
creation of a low vision mobile portal. The appearance of the
portal is a simple App that connects the low vision user with
the most common apps, such as phone, contacts, messages,
notes, etc.

The user can customize the portal, adding or removing
apps directly from the Apple Store. Other features such as
icons size, colors, screen contrast or voice speed would also
be easily customized by the low vision user.

In order to associate an App to the low vision portal, it
should comply with a minimum set of specifications. The
main requirement is that the App should be specifically
designed for low vision users. An App designed for sighted
users should be redesigned to meet this requirement and
include it in the low vision portal.

Nowadays, there are thousands of apps available on the
Apple Store. Although the Apps are divided in different
categories, it is not easy for a low vision user to explore all
the apps and find an adequate one. The main idea of this
portal is to identify those apps and to facilitate low vision
user to locate and use them.

—
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Figure 4. Low Vision Mobile App Portal.
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.Making mobile apps oriented to blind and visually
impaired people is not a novel idea. There are already some
mobile apps on the market that include a collection of basic
Apps such us phone, contacts, etc. The main difference
between these mobile apps and our proposed Low Vision
Mobile App Portal is that our portal includes own apps and
third party apps. Thanks to this portal, low vision users can
access easily to a wide variety of Apps specified design for
them. On the other side, developers can use this portal to
promote their apps between the blind and visually impaired
community.

Figure 4 shows an example of the Low Vision Mobile
App Portal. It would be defined as a mobile desktop with
icons to access apps specifically designed for low vision
users. Some of the apps shown in the Figure 4 are Phone,
Contacts, SMS, Alarm, Calendar, Battery, Email, Magnifier
and GPS Location between others. There is also a setting
option to adjust some other features: screen contrast,
background, icons size, user interactions, text to speech
parameters, etc.

IV. MOBILE APPS FOR VISUALLY IMPAIRED USERS

In order to ensure a good user experience, it will be
important that all the apps use the same kind of controls to
interact with the low vision user. The way the user navigates
through views within the app should be similar across
different apps.

To make this possible, the first step is to identify those
controls used by sighted users that would be also valid for
low vision users. A button type control seems to be valid for
both blind and sighted users. But other controls such as
toolbars, segmented controls, tables or data pickets would
need to be adapted in order to meet the low vision user
requirements. At this stage, new controls for visually
impaired users could be also created.

Once we have defined those controls, the next step is to
create usability tests for those controls. The tests are used to
study how the low vision user interacts with a specific
control. On the usability test we can also measure the ability
of the users navigating across different views, identifying the
controls and interacting with them.

The definition and the test of these controls will give the
low visual users the needed user experience that will help
them to identify view components and to navigate easily
across any app of the portal. Voice Over or any other TTS
(text to speech) library would are used as complement to the
usable accessibility design.

Once we have all the needed ingredients to build a solid
low vision user app, the final step is to start with the design
of the portal apps. Following are some of the mobile apps
that will be included in the basic low vision mobile portal.
The majority of these apps are traditional apps that have been
redesigned to meet the needs of visually impaired and blind
users.

* Phone: This App will facilitate the user making

phone calls. Figure 5 shows a snapshot of the App.
Simple design with buttons and high contrast. As the
user moves around the screen touching numbers, the
text to speech feature reads those numbers.
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Figure 5. Phone App for low vision users

Contacts: This App will allow the user to navigate
through his contact list. Voice over combined with
special gestures will make it easier to locate a
specific contact in the list.

SMS: By means of this app, the user will send SMS
messages to his contacts in a very simple way.
Alarm: Date, Time and alarms can be set using this
App.

Calendar: The low vision user will use a special
context, which will help him adding and editing
notes to the calendar.

Battery: Text to speech is used to notify the user
about the battery level.

Email: Special email client designed for low vision
users.

Magnifier: The iPhone camera works as a magnifier,
facilitating the low vision users the reading of books,
newspaper, etc. Special image filters are used to
create a high contrast inverting the image to obtain a
dark background.

GPS Location: This simple App will inform the user
about his location: street number, city.
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* Social network clients: A collection of apps will be
developed to allow visually impaired and blind users
the connection with social networks, such as twitter
or facebook.

In order to help developers to add their own apps to the
mobile portal, a specified API will be designed. This API
will include the low vision mobile app portal features, which
will facilitate developers the design of Apps for low vision
users. Design for usability is an essential premise in order to
achieve the best user experience.

V. PRELIMINARY RESULTS

The first stage of the project consisted on the design and
development of a low vision library for iOS devices (iPhone
& iPad). This library includes several controls specifically
designed for low vision and visually impaired users. Two are
described:

* Low Vision Wheel Control: This control was
conceived to allow low vision users to navigate
through a collection of data. An example would be
the navigation through the telephone contact list.
iPhone and iPad devices offer accessibility options
to interact with tables, but they require users to use
many gestures to get to the desired location. If the
users are manipulating a long list it is really
annoying to move up and down the list. Our
alternative uses a wheel control. The metaphor
behind this control is the same that using the wheel
button of a traditional mouse. When the user touches
the control on the screen, a speech message tells him
that it is a wheel control that is connected to a given
list. Then, the user touches the screen with a second
finger and starts moving it vertically up and down.
As the user moves through the list, the system starts
speaking the list content. The sensibility of the wheel
can be changed. The control is smart enough to
detect slow and fast movements of the second finger,
which are related to slow or fast movements through
the list. This control can be defined vertically or
horizontally.

* Low Vision Segmented Control: This control was
conceived to facilitate low vision users the
interaction with a segmented control. This kind of
control is used when the user has to select an option
from a small list of options. A good example of
segmented control would be a list of colors where
the user has to choose one color from a list of four
colors. The iPhone offers a native “segmented
control” that includes accessibility options, but low
vision users find it difficult to interact with it. We
have designed an alternative that uses a single button
to choose a value from a small list. When the user
touches the button, a speech message tells him that
he has found a segmented control, with a specific
value (ex: color “red” selected). To select other
values from the list, the user just need to tap with a
second finger on the screen until the desired value
appears.
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Other low vision controls have been designed and tested
by a group of low vision users, that have been involved in
the design of these controls.

An i0S Low Vision control library will be available to
allow developers to use these controls in their apps.

VL

This paper deals about mobile apps design, focusing on
design for usability centered on visually impaired and blind
people.

The majority of the existing mobile Apps have been
initially designed for sighted people. Some of them have
been adapted, including accessibility features that allow low
vision people to use them. In terms of design, accessibility
features are added as a new layer to the apps, acting as a
patch that is placed over the initial design layer. iPhone and
iPad devices use Voice Over feature to facilitate the
accessibility.

Although Voice Over is a power tool to make the apps
accessible, it is not enough. Our way of thinking is that the
best way to ensure that the app will be usable by low vision
users is to design the App specifically for them, instead of
designing the app for sighted people and adding extra
accessibility features. In order to achieve this goal, special
controls (buttons, sliders, tables...) have been redesigned to
comply with low vision users needs.

According to this, our research work has lead us to the
creation of a collection of Apps, following a common
redesign centered on visually impaired and blind users. We
have also created a low vision mobile portal that includes
these apps, facilitating the visually impaired and blind users
the access to a wide collection of Apps specifically designed
for them.

The portal is open to any developer willing to design an
App for low visual users. An API including special low
vision controls will be available to facilitate the design of the
App in order to achieve the best user experience.

An i0s Low Vision Library is been developed to allow
other users to include these controls in their apps and offer
them in the low vision portal.

Future work will consist on the use of technology and
mobile devices in order to create new products to assist
visually impaired and blind users, making their life more
accessible.

CONCLUSIONS AND FUTURE WORK
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Abstract- The development of new digital TV systems and the
design practices adopted in the development of new TV based
applications often isolate elderly and disabled users. By
considering them as users with special needs and not taking
their problems into account during the design phase of an
application, developers are creating new accessibility problems
or just keeping bad old habits. In this paper, we describe a
novel adaptive accessibility approach on how to develop
accessible TV applications, by making use of multimodal
interaction techniques and without requiring too much effort
from the developers. By putting user-centered design
techniques in practice, and supporting the use of multimodal
interfaces with several input and output devices, we confront
users, developers and manufactures with new interaction and
design paradigms. From their evaluation, new techniques are
created capable of helping in the development of accessible TV
applications.

Keywords—multimodal; adaptation; developers; elderly.

I. INTRODUCTION

Ageing is certainly an obstacle to adequate human-
computer interaction, mostly because of physical and
cognitive impairments. Traditional computational systems
only provide keyboard and mouse interaction to users. This
makes impossible, for example, for users with severe motor
impairments to interact in any manner (at least effectively).
Also, as recent developments are responsible for new
television (TV) systems and applications, unimodal
interaction is still being favored without accessibility
concerns, excluding persons whom suffer from an
impairment of the sensory channel needed to interact. This
situation brings social exclusion and e-exclusion to the
Human-Computer Interaction (HCI) world and new TV
platforms, as it seriously restricts actions and information
access to users with impairments (like the elderly), providing
means of interaction exclusively for the so called “normal
users”. However, multimodality can resolve this issue by
offering the possibility of presenting content in many ways
(audio, visual, haptic), and in the most suitable way to each
user’s characteristics. Also, by offering users the possibility
to use the inputs more adequate to them (or the context of
interaction), in a single or combined manner, multimodal
interaction can improve interaction efficiency and, more
importantly, accessibility.

Multimodal interfaces aim to provide a more natural and
transparent way of interaction with users. They have been
able to enhance human-computer interaction (HCI) in many
numbers of ways, including: User satisfaction: studies
revealed that people favor multiple-action modalities for
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virtual object manipulation tasks [14]; Oviatt [17] has also
shown that about 95% of users prefer multimodal interaction
over unimodal interaction; Robustness and Accuracy: “using
a number of modes can increase the vocabulary of symbols
available to the user” leading to an increased accessibility
[15]. Oviatt stated that multiple inputs have a great potential
to improve information and systems accessibility, because by
complementing each other, they can yield a “highly
synergistic blend in which the strengths of each mode are
capitalized upon and used to overcome weaknesses in the
other” [18]; Efficiency and Reliability: Multimodal
interfaces are more efficient than unimodal interfaces,
because they can in fact speed up tasks completion by 10%
and improve error handling and reliability [16]; Adaptivity:
Multimodal interfaces also offer an increase in flexibility and
adaptivity in interaction because of the ability to switch
among different modes of input, to whichever is more
convenient or accessible to a user [15]. However, Vitense
[20] illustrates the need of additional research in multimodal
interaction, especially involving elderly people. This paper
tries to extend this knowledge.

Also, the majority of current approaches to the
development of multimodal or adaptive systems, either
addresses specific technical problems, or is dedicated to
specific modalities. The technical problems dealt with
include multimodal fusion [10], presentation planning [10],
content selection [12], multimodal disambiguation [18],
dialogue structures [3], or input management [9]. Platforms
that combine specific modalities are in most cases dedicated
to speech and gesture [19], speech and face recognition [11]
or vision and haptics [13]. Even though the work done in
tackling technical problems is of fundamental importance to
the development of adaptive and multimodal interfaces, it is
of a very particular nature, and not suited for a more general
interface description. Also, frameworks supporting the
development of interfaces for various devices exist; however,
they do not consider the specificities of multimodal
interaction in its design [5][6]; or they focus only on the use
of the same modality in different devices [1]; or they ignore
the possibility of adapting the components properties and
features in run-time placing the burden on the designer [4].
In general, they do not consider in there architectures the
introduction of modalities, and how they can be explored to
achieve the goals of Universal Access.

In the following, we first explain how European funded
project GUIDE [7], aims to adapt interaction and UI
presentation to fit each user’s characteristics and level of
expertise. Also, resulting from specific user trials and
discussions with developers, we also show how it makes use
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of a User Initialization Application to know and instruct its
users, and how it supports adaptation by providing
developers with solutions for Ul modification, and tools for
helping in the development of new user-centered and
accessible applications. All this attending to user needs and
differences, at the same time as it takes into consideration the
developer’s interests.

II. CHARACTERISTICS OF GUIDE PROJECT

A. End-Users and Goals

GUIDE [7] aims to achieve the necessary balance
between developing multimodal adaptive applications for
elderly and disabled users, and preserving TV and Set-Top
Box(STB) developers/manufacturers design methodologies
and efforts. Consequently, there are clearly two different
end-users of this project: elderly and impaired users and
developers of TV based applications. Creating a bridge
between these two, we have also the STB manufacturers who
dictate the rules about which type and which characteristics
of applications can be used on a TV based environment.
Firstly, for elderly and users with impairments, GUIDE has
the goal of providing new ways of interacting with a TV, by
applying multimodal interaction, supporting the use of
different devices as well as different combinations of input
and output techniques, and adaptation to each application’s
UI an each user’s way of interaction. In other words, elderly
or impaired users who are having difficulties interacting with
modern TV systems because of their complexity, will be able
to interact in a more intuitive way, using alternative
modalities in a single or combined fashion, while each
interface characteristics will also be adapted to fit user’s
characteristics automatically. For all this, GUIDE has as a
clear defined target environment, a STB connected to a TV
in user’s home (and closed) environment. Secondly because
developers tend to have no concerns about accessibility
when designing TV applications, GUIDE has to be capable
of reducing development effort in a radical manner. For that
end, GUIDE wants to create a toolbox for accessible
applications and UI design, shifting the design principle from
a conventional user-centered design process to a GUIDE-
assisted design and development process. Through all this,
GUIDE also wants to ensure that developers (and also
manufacturers) can maintain the control over the
modifications made on their own applications Ul. Meaning,
the adaptation provided by the system for adapting interfaces
to user characteristics must have boundaries that cannot be
crossed. And these boundaries are defined by the developers.

B. Multimodal Interfaces and Devices

Input modalities to be supported in GUIDE are based in
the more natural ways of communication for humans: speech
and pointing (and gestures). Complementary to these
modalities, and given the TV based environment, the
framework should support the usage of remote controls and
other devices capable of providing haptic input or feedback.
As a result, GUIDE incorporates four main types of Ul
components: visual sensing and gesture interpretation; audio;
remote control; haptic interfaces and a multi-touch tablet. In
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what concerns the output modalities, the framework should
consider and integrate the following output components:
video rendering equipment (TV); audio rendering equipment
(Speakers); tablet supporting a subset of video and audio
rendering and remote control supporting a subset of audio
rendering and vibration feedback. A tablet may also be used
to clone the TV screen or complement information displayed
on the TV screen but essentially is used as a secondary
display. The main user interface should be able to generate
various configurable visual elements such as text (e.g.,
subtitles or information data), buttons for navigation
purpose, images and video (e.g., video conference or media
content). Additionally also a 3D avatar is generated and
expected to play a major role for elderly acceptance and
adoption of the GUIDE system, being able to perform non-
verbal expressions like facial expressions and gestures and
giving the system a more human like communication ability.
In order for the Ul to be adapted to the user’s needs,
these elements are necessarily highly configurable and
scalable (vector-based). Size, font, location, and color are
some attributes needed to maintain adaptability. These
graphical elements enable the system communication with
the users by illustrating, answering, suggesting, advising,
helping or supporting them through their navigation. Also,
both input and output modalities can be used in a combined
manner to enrich interaction and reach every type of user.

C. Discussion: What GUIDE needs to know

For reaching its goals, GUIDE has to define a framework
structure and collect information by asking and testing its
end-users. So, the following questions have to be answered:
What components the GUIDE framework has to have? What
are the main preferences and typical behavior of elderly
users when interacting with the system, and how to collect
these preferences? How to perform automatic Ul adaptation?
How to help developers and manufactures in design process?

III. LEARNING FROM END USERS

To get answers to the questions above, we firstly derive
end user requirements from results obtained through a
quantitative and qualitative analysis of data recorded in
comprehensive user trials [8]. Secondly, we organized focus
group sessions with developers and used an online survey as
qualitative research tools in gathering additional
requirements from developers and STB platform providers

A. Initial User Trials

The GUIDE project pursues a User Centered Design
(UCD) process, taking into account that one of the main
principles that characterize UCD 1is iterative design.
According to this principle the system is designed, modified
and repeatedly tested. This iterative cycle allows the
designers to think in the product design and include the
changes needed depending on the users’ feedback. Following
this approach, an initial study to elicit user requirements has
been carried out.
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1) Main Objectives

Additionally to the identification of viable usage methods
(gestures, command languages) of novel traditional Ul
paradigms for the different impairments in the target groups
via user studies in realistic user scenarios, this user trials also
have the goal to generate quantitative and qualitative user
data in order to establish and construct a generic user model.
This user model will provide data representations for each
user and will constitute the first step for adaptation in
GUIDE, and will “virtualize” user impairments to try to
capture the amount of knowledge needed for application
design.

2) Organization and Setting

The initial user studies carried out can be divided in two
different categories; one survey session and one technical
trials session. While the aim of the survey was to collect
qualitative information about application acceptance, user
habits and modalities of interaction, the objective of the
technical trials was to gather both quantitative and qualitative
data and observe the interaction between the elderly and the
system, performing simple tasks in the context of TV
interaction. In [8] you can find an extensive description of
the tests performed.

B. Developer Focus Groups and Survey

The GUIDE system is not exclusively focused on elderly
users, but also centered in developers of TV based
applications and manufacturers of STBs. For this reason,
major discussions regarding subjects like adaptation, elderly
user’s interaction, type of applications, and developers
requirements for making possible the GUIDE ideas, has
taken place in this evaluation, by performing both focus
group with these end-users and by launching an online
survey with the same user target.

1) Main Objectives

The general goal is to explore and understand the
common practice among developers working on STBs. Thus
the first objective is to gain data about current tools and APIs
used in Set top box/connected TV platforms and to
investigate how accessibility is currently perceived and
applied in the industry. Secondly, exploring developer
knowledge to identify which tools would developers need to
efficiently integrate GUIDE-enabled accessibility features
into their applications. Additionally, stimulate new ideas
through discussions and to identify new relationships
between objects embodying GUIDE concepts and objects
embodying common practice. And finally, inform STB
application development community about GUIDE.

2) Organization and setting

Developer Focus Groups: Two focus group sessions were
carried out with connected TV platform providers and
developers of applications and user interfaces deployed on
STBs in a natural and interactive focus group setting. The
sessions were conducted by two moderators (for ensuring
progress and topic coverage) and each focus group session
had between six and eight participants and lasted between
120 and 150 minutes. Sessions were initiated with
presentations of scripts containing development and use
cases that cover different aspects of the GUIDE project and
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its concepts. Presentations of each development case script
lasted 10 minutes and were followed by 30 minutes of
interactive brainstorming, and discussions.

Developer Online Survey: A questionnaire was designed
to investigate how accessibility is currently perceived and
applied in the industry. In addition, the survey was used as a
medium to let respondents vote on the most important
features of the envisaged GUIDE framework and toolbox.

Both survey and focus group were composed by the
following participant types: STB test developers, STB
experts in Innovative part, Flash application developers,
HTML developers, middleware STB developers, architects
in STB platforms, GUI developers for STB, project
managers for STB projects, managers in Innovative projects
for STB, product and marketing managers, research
community, and standardization bodies and related
organizations. In total, 81 participants from 16 countries, and
30 companies all over the world, participated.

C. Results and Conclusions

From the realization of both initial user-trials and
developers focus group (and online survey), we now
summarize qualitative results which will work as starting
points for the next section of this paper:

1) User Survey Results

The large numbers of variables contained in the data set
were submitted to a two-stage process of analysis where
correlations were made and a k-mean cluster analysis [2] was
performed, reducing the results to only significant data.
Resulting from this, 3 user profiles capable of discriminating
differences between users were created. These profiles were
formed by combining and grouping all modalities
simultaneously such that a specific grouping may represent
capability on users perceptual, cognitive and motor
capability ranges. The main differences noticed were the
following measures: capability to read perfectly from close
and distant vision; capability of seeing at night, and color
perception; capability to hear sounds of different frequencies
and to distinguish conversations in a noisy background;
cognitive impairments; and mobility diagnosis like muscular
weakness and tremors.

2) Technical User Trials Results

Big, centered and well-spaced buttons were preferred by
users because they are easier to see and select (and elderly
users typically have some kind of visual and motor
impairments). Additionally, users prefer medium sized fonts
and medium volumes for audio, but users with impairments
tend to prefer bigger fonts and higher volumes. However,
more than based on user abilities or preferences, both visual
and audio elements configuration, depends on the interaction
context and must be at all times modifiable and repeatable by
the user. All the preferences described regarding visual
components, reflect the low efficiency (lot of time needed for
each selection) and accuracy (wrong target when selecting)
registered when interacting with any type of pointing in these
tests.

Users clearly preferred gestures easier to make (swipe
and pinch), and have no problem whatsoever interacting by
gestures. It was also evident that alternative ways of
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interacting with the TV (speech and finger pointing) are
preferred to the traditional way. Also, training makes any
type of modality more efficient as the user learns what is
required to perform each interaction. However, any type of
interaction should not be imposed on the users, but be
available as an intuitive option for interacting with the TV.
Additionally, when not used by the user intuition, modalities
of interaction should be explained to the user before he or
she starts using the system.

Every user is able to interact multimodally with the
system and combine speech and pointing, even when they
prefer only one modality. Users exhibited different
multimodal interaction patterns during the trials and there is
no specific interaction pattern for each user (a user can speak
first and point afterwards, and in the next interaction do the
opposite). Users can also change the way they interact
depending on the type of feedback given while interacting.
Regarding user preferences in input and output modalities,
there are clear differences between what users say they
prefer, and what users really ask for when interacting. In
fact, 100% of the users want multimodal output every time
information is presented to them, because every user who
said to prefer only one type of feedback admitted differently
when in specific interaction contexts. The same happened
concerning input modalities, with almost half of the users
admitting, when confronted with practical tasks, that they
were wrong when they said to prefer only one modality.

The results obtained in these trials enforce the need of a
multimodal system and also the need for adaptation, as we
can see in a more detailed fashion in [8].

3) Developer Focus Groups and Survey Results

Developers agree that if users are involved in every
development phase of the applications (or in the maximum
phases possible), the resulting UI will be more usable. It was
concluded that for elderly people Uls should be maintained
clear and simple, however without giving the impression that
it has been designed for someone with impairments (not
leaving the feeling of a “system for seniors”). Additionally,
costs are the current major reason for reduced application of
user-centered design in the industry (followed by time and
lack of awareness). As the current most important device on
interaction with STBs, the remote control must continue to
have a central role in the interaction, and should only be
relegated to a secondary role if that is a result of each user
interaction preferences. Gesture control and speech input are
recognized as secondary technologies. In general,
participants agree that automatic adaptation of user interfaces
can help elderly users to access ICT services. However
GUIDE adaptation mechanism should never change interface
aspects unless it is mandatory for specific user interaction.
Also, radical changes in the UI must be avoid so that the user
feels he/she is in control and not get lost in the interface. If a
radical change is indispensable the UI must inform the user
of the proposed changes. Identified as the main obstacle to
UI adaptation is the fact that elderly users present too many
differences between each other. Therefore, for adaptation to
fit each user, GUIDE has to first find a way to know his or
her impairments, preferences or characteristics. This
“discovery” will have to occur the first time the user interacts
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with the system, and will have to be short, not too much
intrusive and entertaining to the user. The most important
conclusion debated in this subject is the one saying GUIDE
should support Ul mark-up as interface between application
and GUIDE adaptation. This way, developers will be
allowed to keep tools and development environments and
without too much additional effort, take a first step to
accessible design. Web developers mostly use HTML editors
as the most important tools in Web & TV development.
However, having to learn new development processes will
drive developers away from the GUIDE framework. So,
developers should not be required to develop taken into
consideration specificities of the multimodal operations but
have a clear specification of how such devices interact with
the framework. As it was already described in UI adaptation
results, identification of Ul components should be made
using only mark-up language, however applications coded
using dynamic HTML (through JavaScript) must continue to
be able to change, remove or insert elements in the currently
rendering page. Meaning, all changes in application
presentation will need to be identified at run-time. For most
participants connected TV platforms and STBs will be most
relevant platforms in the future. Also, Web-based application
environments will become more important for Web & TV.
Manufactures stated increasing STBs capabilities cannot
raise its price to much, or development will be more difficult
and costly. Developers also pointed out GUIDE system must
consider situations where multiple users are using the TV
and services.

IV. MULTIMODAL APPLICATION DEVELOPMENT

From the results and implications reported in the
previous section of this paper, we now derive GUIDE project
solutions for giving answers to the same questions raised in
the beginning of this paper.

A. Multimodal and Adaptive Framework

We now give an overview of the GUIDE framework [7]
following an interaction cycle, starting from the user input
and going through the construction of the system’s output to
be presented to the user.

A user provides input through multiple devices and
modalities which can be used simultaneously. The signals
from recognition based modalities are processed by
interpreter modules (e.g., a series of points from the motion
sensor go through a gesture recognition engine in order to
detect gestures). The signals from pointing modalities go
through input adaptation modules (e.g., in order to smooth
tremors from the user’s hand). Both interpreter and
adaptation modules base their decisions on knowledge stored
in the user profile, thus improving the efficiency of noise
reduction in the input signals. Then, the multimodal fusion
module receives, analyses and combines these multiple
streams (outputs of input interpreters and input adaptation
modules, or raw data that did not go through any of these)
into a single interpretation of the user command based on the
user, context and application models. This interpretation is
sent to the dialogue manager who decides which will be the
application’s response, basing its decision on knowledge
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about the current application state and the possible actions
that can be performed on the application in that state. The
dialogue manager decision is fed to the multimodal fission
module, which is responsible for rendering a presentation in
accordance to which output to present (derived from the
application itself and the application model), the user
abilities (accessed through the user model) and the
interaction context (made available through the context
model). The fission module takes all this information and
prepares the content to render, selects the appropriate output
channels and handles the synchronization, both in time and
space, between channels when rendering. This rendering is
then perceived by the user, which reacts to it, and starts a
new cycle by providing some new input.

B. User Initialization Application

In both technical user-trials and focus groups, it is the
necessity of knowing every user characteristics, preferences
and impairments from the first time he or she interacts with
the system. This is mandatory because of the user’s
differences and the necessity of adapting both UI
components and interaction to fit each user, as well as the
necessity of instructing the user about every possibility of
interaction in order to reach the maximum efficiency when
using the system. GUIDE adaptation begins through a User
Initialization Application (UIA) that allows for the
acquisition of primary assumptions about the user. So,
knowing that each user model contain assumptions about
interesting characteristics of user subgroups, after “going
trough” the UIA, a user is assigned to a user model as certain
preconditions are met. From that moment on, and for any
GUIDE application the user interacts with, the system is
“initially” adapted to him/her. It’s relevant to say that the
UIA is presented to the user as a simple step-by-step
configuration of a “general” interface. In each step, different
types of contents and different contexts of interaction are
presented, so the user can test different components and
parameters, and the system learns the user characteristics,
from his impairments to his preferences. Addressing the
results from the developer focus groups, every UIA run as to
be short in time, intuitive and transparent to the user and also
serve as a “tutorial” for learning every modality of
interaction available in the system. Additionally, the user
must be recognized (facial or voice patterns) by the system
so that the information provided can be stored in a profile
and loaded every time the user interacts with the system.

C. Simulation of User Impairments

As developers need tools for helping saving time and cost
in the development of inclusive TV base applications,
GUIDE offers a simulator [2] which will allow the developer
to perform accessibility tests based on virtual users, saving
much time in comparison to tests with real users. So,
evaluation as a typically expensive step in user centered
design is supported in GUIDE by a simulation functionality
allowing to illustrate to developers how users with typical
impairment profiles will perceive or may interact with an
application. The simulator can show how certain visual and
strength impairments influence the way a user perceives and

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-177-9

visualizes a certain Ul (e.g., how an elderly color blind user
sees a specific Ul), and also what are the effects of those
impairments in the user interaction (e.g., predicting cursor
paths on the screen or task completion times). This simulator
can be characterized as a tool for helping developers to take
adaptation into consideration at design time.

D. Filtering

As verified by the inefficient and erroneous use of
pointing interaction when performing selections in the user
trials, elderly users potentially have a wide range of
impairments that hinder their ability to communicate their
intentions to an application. In some cases these impairments
can be severe, and significantly affect the speed and
accuracy. This leads to an inefficient or even undesirable
interaction with an application. The use of cursor smoothing
techniques in GUIDE consists in processing the raw user
input to obtain a filtered input (Input Adaptation Module
described in the framework). This requires the usage of
efficient statistical signal processing schemes to estimate the
user’s intended operations in real time. Basically it consists
in the application of corrective forces and forcing relatively
smooth paths in a cursor interaction as well as assigning
attraction fields to UI elements. Therefore, the following
graphical UI filters can help improving pointing interaction
within the GUIDE project:

Exponential averaging: this modification calculates the
cursor position pi as pi = oxi + (1-a)pi-1, where xi is the user
input, pi-1 is the previous cursor position and o € [0,1] is a
parameter determining how strong the user input influences
the cursor position. This method produces smooth cursor
traces but has the drawback that it can produce a delay
between user’s intended position and the actual position;

Damping: This method introduces a quadratic force that
opposes the velocity of the cursor preventing sudden changes
in directory or speed when interacting; Gravity well: This
method warps the cursor space, generating attractive basins
to ease the selection of visual targets. This simplifies
pointing interaction selection forcing the selection of buttons
or UI elements that are more close to the location where the
user is pointing.

Considering the different user characteristics and
impairments, and the different Ul element configuration, the
existence of these filters make possible that motor impaired
users can more easily interact with pointing and also makes
possible the use of small and less spaced buttons in
applications Uls avoiding errors in selection caused by the
proximity of the buttons. All because pointing interaction
accuracy is raised.

E. Semantic Programming and Run-Time Adaptation:

The specification of TV based applications in GUIDE
will be based on Web-based languages like HTML, CSS and
JavaScript because of their wide acceptance among
developers and compliance with STB specifications.
However, in GUIDE exists the additional side-condition of
specifying multimodal applications that needs to be merged
with these web-based specification languages. This is made
by specifying additional information about how an
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application is supposed to adapt in different modalities. For
this semantic annotations are added to the HTML code,
based on the WAI-ARIA draft specification of the
W3C.Only by providing this type of supplementary
information it is possible for the system to create an abstract
representation of the application. Then, using an automatic
application transformation module the system converts the
annotated application description into a modality-
independent application representation, the Application
Model described in the framework. Subsequently, and
depending on the user interacting and on the level of control
defined by the application developer, adaptation of UI
components is performed. Developers can create their
applications and Uls in an established manner, and GUIDE
automatically adapts the UI to the user. This avoids having to
design many user interface templates for various
heterogeneous user groups. Therefore, GUIDE provides the
application developers with three possible levels of adaptive
control: Augmentation: presentation and interaction options
taken by the developer are not subject of change. Instead, if
the user model suggests that the presentation is insufficient
for the user abilities, the presentation is augmented in
different modalities (for example supplementing a visual
interface with sound feedback). The multimodal fission
mechanism renders the application output directly,
augmenting or not the rendered presentation depending on
the user model; Adjustment: application rendering is
adjusted to the abilities of the user (for example adjusting
components of a visual interface to fit user characteristics,
like raising font size or button size). The rendering changes
can be achieved through CSS manipulation. Adjustment can
be combined with augmentation; Replacement: application
content is replaced by a new version of content. In this level
the application hands over completely the rendering
responsibilities to the multimodal fission component, ant the
UI is rendered by transformation of application content,
layout configuration, as well as presentation styles.
Augmentation and adjustment can also be performed.

V. CONCLUSIONS

The results obtained in the technical user-trials about the
existence of disparity between what modalities users say they
need, and what modalities they ask for when using the
system, favors multimodality almost every time. This only
helps to prove that the use of several input and output
modalities is indispensable in the development of
multimodal TV based applications for all. Also
indispensable, are the components identified in the GUIDE
framework, and the combined use of semantic programming
and run-time adaptation mechanisms to fit Ul components to
each user characteristics. Additionally, the use of a simulator
of user impairments can help developers understand at
design-time how certain Ul templates and components are
perceived by different users with different impairments,
preventing user exclusion and making accessible
applications easier to design
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Abstract— The morphological elements of design used for
designing tactile maps and symbols for visually impaired users
are points, linear, and areal elements. One of the main
characteristics of these elements is their two-dimensional and
graphic nature. However, since three-dimensional design came
to be a fourth group of elements, volumetric elements, has
come into use. The key questions of this study are: Is it possible
to extend the range of a discriminatable set of symbols by using
volumetric elements with height contrast extended in the Z
axis? Can some formal variations of these volumetric symbols
be distinguished using the sense of touch? The results of this
study show that some tactile symbols with simple volumetric
forms are easily recognizable using the sense of touch. In the
absence of further studies, this could suggest an affirmative
answer to the first research question posed.

Keywords-tactile symbols; tactile maps; inclusive design;
visual impairment

1. INTRODUCTION

This study presents the first results of a doctoral thesis
carried out on tactile maps and symbols for the guidance of
the visually impaired. The work reported here has been
included in a research project from the Universitat
Politécnica de Valéncia (project DPI2008-03981/DPI),
Spain).

Tactile maps, as tangible graphic resources, are a group
of devices showing graphic information using relief. Tactile
symbols are contextualized within this type of device and are
normally used with their corresponding keys. These products
help blind people understand the features of the environment
around them through the sense of touch.

The use of these devices is almost always combined with
audio descriptions to facilitate a correct understanding of the
tactile exploration. This means that these resources are not
used independently. Thus, the challenge is focused on
designing more user-friendly and efficient tactile maps. To
achieve this goal it is vital to improve two aspects of the
information on these devices, on one hand, user-friendliness
[1], and on the other, the interaction with sound outputs. This
study focuses on improving the former.

All graphic information can be expressed using different
elements in relief. Thus, tangible graphics can represent all
kinds of graphs, maps, plans, etc, which are difficult to
express through text. As will be shown, there are three
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elements used to compose the tangible graphics: points,
lines, and areas. However, a fourth category of design
elements, volumetric elements, are barely used in the design
and production of this type of devices, due partly to the
conditions of traditional production systems:
microencapsulation and thermoforming [2]. The novelty of
this work is the study of some possible applications of
volumetric elements, basic prisms, specifically in their
application as tactile symbols, to improve the usability of
tactile maps. The manufacturing technique used in this case
to make these symbols is 3D printing which can produce
more complex geometries than traditional methods [3].

In contrast, one of the fields of knowledge which has
focused most on the issue of tactile devices is that of
Cartography and Geography. The integration of other areas,
such as Psychology and Education Science, has also paid
serious attention to this issue.

From the perspective of product design, it is possible to
observe how these products have barely been addressed in
depth, despite the fact that the philosophy of Inclusive
Design [4] seems an ideal framework to study these objects.

This paper has the following structure:

¢ Section I. Introduction;

* Section II. Tactile Perception,

Particularities of Relief Maps;

*  Section III. Study Description;

*  Section I'V. Results, and

*  Section V. Conclusions and Further Work.

Typology and

II.  TACTILE PERCEPTION, TYPOLOGY AND
PARTICULARITIES OF RELIEF MAPS

On the other hand, tactile perception is a relatively new
field of study. David Katz was a pioneer and in 1925
published a classic monograph on the subject, Der Aufbau
der Tastwelt (The world of touch), which laid the foundation
for later studies [5]. These early studies give us a better
understanding of the attributes and characteristics of the
sense of touch and enable us to design more efficient
tangible graphics.

There are different types of tactile maps used for
communicating and teaching geography, and also orientation
skills, to facilitate movement through certain environments.
According to Edman [6], these products can be classified as:

*  Mobility Maps;
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*  Topological Maps;

*  Orientation Maps;

*  General Reference Maps, and

*  Thematic Maps.

It should be noted that the usefulness of these types of
devices in facilitating mobility, spatial orientation, and the
autonomy of visually impaired people has been clearly
demonstrated in previous studies [7][8][9].

However, reading a tactile map also depends on the
skills, strategies of exploration, experience, and training of
the people using it [10]. These factors allow blind users to
recognize the information offered in a tactile product more
accurately and effectively, even in real contexts [11].
Another important aspect in blind users is haptic memory,
since a blind person explores tactile graphics in a sequential
way. In contrast, the phenomenon of visual perception is
simultaneous and less time is required to assimilate the same
amount of information [12]. This means that the design of
tactile devices should be simple, with less information than
in the visual version.

Finally, the contexts for the use of tactile maps can be
varied, depending on map format and user preferences.
These can be previously used at home or at a specific
location with the support of a Mobility Instructor. There are
even some formats that are portable and can be used in situ.
Some studies show that blind users prefer to use them at
home, in their own time [13].

A. Inclusive Design and Usability

Generally, in order to make this type of product easy to
use, and taking into account that tactile perception is not as
sharp as visual perception, any tactile-graphic device must
contain synthesized information in order to ensure it is easily
legible using the sense of touch. If the tactile device includes
corresponding visual information, such as colour contrasts or
large type, adapted to the specific requirements of other
groups, the number of users that may benefit from it may
grow to include, for example, the elderly or partially sighted,
in keeping with the philosophy of Inclusive Design [4].

There are general requirements that must be mentioned
now in order to acknowledge the specific nature of the
design process for these products for the sense of touch.
However, there are no set criteria and the general
requirements greatly depend on the specific experience of
each designer.

The maximum size of any tangible graphic must be
designed taking into account the space needed using both
hands together. A comfortable hand position would include
an area approximately the size of an A3 sheet, although maps
may be bigger or smaller based on the different formats and
types of information to be represented. On the other hand,
the scale is conditioned by the constant dimensions of Braille
code and the purpose and type of information to be
represented. The minimum distance between the elements
represented, such as the symbols of a map, must be carefully
designed. A minimum separation of 3 mm is needed between
elements so they can be recognized using the sense of touch.
In any case, these data only represent a small part of all the
requirements studied for the design of a correct tactile map.
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Extended and more detailed information can be found in
reference publications [6] [14] [15].

However, most of the design guidelines published for
relief maps are focused on the traditional methods of
production, rather than on the techniques used in this study:
3D printing from Rapid Prototyping (RP).

B.  Manufacturing systems of tactile maps. Rapid
Prototyping

There is extensive literature on the manufacture of tactile
maps in the field of geography. The usual methods of
production are thermoforming of plastic sheets (Fig. 1) and
microencapsulation (Fig. 2) [2] [16].

It is important to mention the possibilities opened up by
RP for blind people, producing pieces from virtual Computer
Aided Design (CAD) models. According to some studies,
three-dimensional configurations can improve visually
impaired people’s understanding of these products [17].

In any case, these techniques enable the production of
single pieces or small series in a relatively short time
compared to traditional systems of production. Hence their
name of ‘rapid’. At the same time, they can be used in the
early stages of production as master models, that is to say, as
preliminary prototypes for long series.

Figure 1. Thermoform copy.

. e s . w1 . -
V"3 ap- e ey = Par~ .

Figure 2. Microencapsulated copy.

But, the main novelty of techniques, such as 3D printing,
for the production of tactile maps is the possibility of
introducing complex geometries and polychromed pieces. In
contrast, the usual techniques employed in the production of
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tactile maps, thermoforming and microencapsulation, are
somewhat limited in this respect. One of the main
disadvantages is their poor surface quality, which makes the
model rough to the touch, although this can be corrected with
subsequent surface treatments, although so far this implies
high costs when producing long series. There have been
several previous experiences in the field of haptic devices,
especially for the field of tactile scale models [18] [19] [20],
but also with tactile maps [21].

C. Morphological elements for designing tactile maps
According to the literature, there are three morphological

elements for designing tactile maps, tactual symbols, or any

tangible graphic for the visually impaired [6] [22] [23]:

e Points
* Lines
* Areas

But, if we concentrate on the fundamentals of design, it is
apparent that these three types of elements are also called
visual or conceptual design elements [24] [25]. Specifically,
they are employed in the world of graphic design. The
common denominator of these elements is their two-
dimensional nature, that is to say, the fact that they are
expressed in visual formats within the two dimensions of a
flat framework.

However, it is also known that when product designers
work in a three-dimensional space, i.e., when objects are
represented in relief or in three dimensions, light and volume
play a special role. Light models dark bodies and allows a
clear perception of volumes in space. Thus, volume is
commonly known as the fourth element of conceptual design
and can be perceived using the sense of touch.

D. Symbology in relief maps

The symbology of tactile maps has been widely studied
in the above mentioned disciplines, particularly Cartography
[26]. Recognition, legibility, and discrimination of symbols
are the factors that various studies have taken into account to
verify the usability of these sorts of products and their
efficient use in maps [15] [27] [28].

Standardization of tactile symbols is an issue demanded
by those involved but at the same time, it is proving
controversial, given the difficulty in reaching efficient
agreements. On the one hand, there have been efforts as
proposed in the International Conference on Mobility Maps
in Nottingham in 1972 [29] and, on the other, some countries
such as Australia [30], Brazil [31], and Japan [32] among
others, have adopted or are in the process of adopting
specific standards.

Beyond the difficulties in the standardization of tactile
symbols, in this case, some design considerations in its use
should be noted. In his manual, Edman talks about point,
linear, and superficial symbols. Each of these types is used to
present specific information. In mobility plans, point
symbols represent specific locations, lines can express
direction and guidance, and superficial symbols cover certain
areas. All these symbols are informative and can be
categorized as ‘flat symbols’, which are in fact those used
most regularly at present.
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In summary, and from the point of view of design and
usability, the difficulty of identifying symbols in a map
increases with the amount included. Therefore, the use of
symbols in a map is always the minimum possible: if more
than 6 symbols are included a blind person could have
trouble memorizing them. The space between symbols
should be no less than 3 mm to ensure proper differentiation
in relief. It is best not to use similar symbols together as they
may be confused, for example, two circles of similar sizes,
one outlined, and the other filled in. The minimum size for a
symbol to be recognized is around 5 mm. These are just
some of the considerations cited by Edman [6].

However, the representation of symbols on conventional
tactile maps follows the guidelines of using the three design
elements mentioned above, which are part of an essentially
two-dimensional nature and are exposed to the sense of
touch by the slight elevation.

However, other areas of knowledge such as ergonomics
[33], also focused on the study of displays adapted to human
use, show that it is possible to use volumetric elements in
tasks where one of the requirements is a high degree of
tactile discrimination. This is the case with the controls of an
airplane which should be distinct and discriminatable to
touch in order for pilots to avoid fatal errors. These controls
use keypads which the discipline of ergonomics studies from
the standpoint of efficiency of use [34].

III. STUDY DESCRIPTION

A. Objective and contextualization

The research team planned a series of tests to select a
range of easily identifiable and legible volumetric symbols
using the sense of touch.

Thus, the main objective of these tests was the selection
of a series of three-dimensional symbols easily identifiable
using the sense of touch. As a starting point, basic solid
figures were chosen by the authors, taking into account that
the literature barely deals with these shapes used as tactile
symbols. This also followed some earlier studies carried out
by the authors suggesting the possibility of this line of
research [35] [36]. This is the main innovation in this study.

This selection of symbols will be used in further works in
order to determine if this type of symbol can be useful in the
configuration of tactile maps.

In contrast, this work focuses only on the study of shape
and size factors and does not examine texture and surface
quality, resistance, production, cost, or other possible factors
that could be of interest in future studies or research.

B.  Methodology

The methodology wused for data collection is
fundamentally based on the use of tasks with users and
prototypes (mock-ups) [37]. In addition, qualitative research
techniques and direct observation [38] are used.

C. Material used in the study

The material used in this study has been produced using
3D printing. In order to improve the surface quality of this
system, a thin transparent acrylic layer was applied to the
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surface of the tactile symbols. However, it must be
emphasized that the study does not attempt to tackle the
differences in surface texture, but the differences in shape
and size.

Fifteen categories of tactile symbols have been designed
and analysed, with eleven of these categories belonging to
volumetric elements while the rest are flat elements.

Elementary forms like spheres, cubes, rectangular prisms,
cylinders, pyramids, inverted pyramids, cones, inverted
cones, and rings (hollow cylinders) have been used in the
design of the category of volumetric symbols. As regards the
category of flat symbols, the ‘U’, ‘L’, ‘V’ and ‘O’ shapes,
some of these are shown in Fig. 3. The proportion of some
simple shapes (cylinder, pyramid, rectangular prism, etc.)
used in this study were chosen using direct ratios (1, 1/2, or
1/4, or their respective multiples), as for example, in the case
of the rectangular prism, 1 x 2 x 1.

In addition, a select group of symbols has been generated
using some formal variations, adding complexity to the
initial form: angled cut, angled concave cut... in order to
assess the users’ ability to identify added features using the
sense of touch (Figs. 4 and 7).

In addition, to determine the minimum sizes
recognizable, each category of symbols has also been
represented in a reduction scale of three different dimensions
at the base (0.25; 0.5, and 0.75 cm) (Fig. 5). Following
Edman’s recommendations a standard size of 5 mm was
considered [6] (Figs. 5 and 6).

All symbols were coded according to their geometry,
size, and additional features, and presented on a white 20x20
mm square base.

Figure 3. Sample of symbols used in the study.

Figure 4. Sample of formal variations to add complexity to some
symbols. The picture shows simple shapes on the left (sphere and
rectangular prism), incline cut operations in the centre and concave cut
transformations on the right.
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Figure 5. Sample of reduction scale of pyramid and cube.

Figure 6. Sample of symbol dimensions on square base (millimeters).

D. Test content

Tests consisted of verbal descriptions of the symbols
while participants touched the 80 symbols one by one. This
assumed that if a symbol is verbally describable, then it will
be perceptible and recognizable under other conditions using
the sense of touch. The correct answer rates for the 80
symbols were measured.

E.  Sample and user profile

A sample of 23 participants, 22 blindfolded and one blind
user, performed the test. The age range of participants (12
male and 11 female) was from 25 to 55 years old.

F.  Test procedure

The research team showed participants the symbols one
by one, asking them to provide verbal descriptions. The
symbols were shown in no particular order until all 80 had
been completed. Each symbol was shown on its base.
Participants were seated in a comfortable and relaxed
position. Users could rotate and manipulate them freely, but
not pick them up off the surface of the table.

The description had to be as precise and short as possible.
The research team ensured, when beginning the test, that
users knew the nomenclature of the geometric shapes in
order to refine the description and avoid misunderstandings.
In addition, the research team provided participants with a
brief introduction to the kind of forms and shapes that they
were likely to find, also warning them that some symbols
had additional features which participants were to describe if
they perceived them.

Participants could use analogies to describe the perceived
forms. There was no time limitation, although participants
were invited to get the task over with quickly. The research
team only intervened with encouraging comments, without
providing clues. All the descriptions of symbols which did
not adjust to the features were considered errors. Moreover,
if participants did not perceive and describe the formal
variations of some symbols with additional features, the
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research team also considered this an error. The average time
spent on the test was around 50 minutes per participant.

G. Record

The test was recorded in summary reports and Excel
spreadsheets. Summary reports included some interesting
comments for the study. Some details were collected using
direct observation, including gestures and individual
exploration strategies.

IV. RESULTS

After carrying out the process with all 23 users, the
highest percentage of correct answers occurred in single
symbols, i.e., those not including special features (more
complex and with additional information). Symbols with
angled and concave cutting operations generally produced a
greater number of errors, while the angled cutting operation
had a greater average of correct answers than the angled
concave cutting (Fig. 7). In three cases with symbols with
formal variations, the cylinder, the ‘U’, and the ‘L’, these
reached equal or better results than their corresponding
simple versions (Table 1). The concave cut tended to be
confused with the angled cut, especially in small-scale
symbols. As the graphs for symbols measuring 0.75 cm per
side (Fig. 8) and 0.5 cm (Fig. 9) show, it is possible to
appreciate a pattern in which the symbols with no formal
variation have a greater amount of hits.

Moreover, in the second graph of 0.5 cm, compared with
the first graph, it is possible to appreciate a slight decrease in
hits due to the loss of tactile acuity resulting from the
reduced scale of the symbols. The figures show
discontinuities as formal variants were applied only in some
cases, as explained above, in order to reduce the number of
symbols in the tests or prolonging these excessively.

Thus, as regards the size of the tactile symbols, the
general pattern was that a larger size of symbol produced
fewer errors of perception (Fig. 10). Some of the symbols
tested — the rectangular prism, the cube and the V' —
obtained better results in the small versions than in the larger
ones, although the differences were minimal.

The best described volumetric symbols were the
pyramid, the ring (100% of correct answers in all sizes), and
the thin cylinder, although the cube and the rectangular prism
also produced a high index of correct answers. Generally, all
of the symbols mentioned were described quickly and
spontaneously. Cylinders tended to be confused with cones
due to their similar rounded shape, but the reverse was not
the case. Pyramids were distinguished from cylinders and
cones thanks to the tactile reading strategy of detecting the
edges of the pyramid. Symbols ending in a point were
spontaneously distinguished when fingertips touched a
pointed form. Spheres had a relatively high error rate, and
were often described as a cylinder with a rounded head,
errors increasing with the reduction in size. Cubes produced
some perceptual illusions as when describing them some
participants thought they had unequal sides. Inverted shapes,
as is the case of inverted cones or pyramids, produced
relatively greater numbers of errors than their corresponding
forms in their usual positions, although the larger sizes (0.5
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and 0.75 cm side) did produce a higher index of hits: 91.30
%. Using the fingertips to access the lower part of these
forms with smaller bases, was a key factor in recognizing
them.

As regards the flat symbols, all had an optimum success
rate. The least number of errors occurred with the circles
(‘O’) and the ‘V’ shapes. There was a tendency for ‘U’ to be
confused with “V’, as one of the lines could not be perceived,
or alternatively, in the case of small-scale symbols, with two
parallel lines. ‘L’s with equal sides caused perceptual
illusions, as some users perceived one side higher than the
other.

Finally, through direct observation, some significant
hand gestures have been detected while participants were
exploring using the sense of touch. An example of this is the
strategy of pinching with several fingers to feel the height in
order to distinguish the symbol. This occurred when users
explored volumetric symbols such as the thin cylinder,
pyramid, or cone. This strategy allows greater precision
when distinguishing some tactile forms [33]. On the other
hand, some forms were even detected spontaneously through
feeling the point with their fingertips, as is the case, for
example, of pyramids and cones with pointed tops.

Ve v
e ¢ ©

Figure 7. Sample of shape variations of tactile symbols. On the left,
simple cylinder or inverted cone shapes; in the centre, shapes with an
angled cut; on the right, shapes with an angled concave cut. The last ones
obtained the worst rates.

TABLE L. DIFFERENCES OF AVERAGE BETWEEN SIMPLE AND
COMPLEX SHAPES FOR SET OF 0.5 CM SYMBOLS

Sample of Tactile Correct answer rates (%)

Symbols Simple shape Inclined cut Concave cut
Sphere 91.30 56.52 *
Rectangular prism 91.30 82.61 68.18
Cylinder 91.30 91.30 *
Inverted cone 91.00 * 65.22
L 73.91 82.61 17.39
U 82.61 82.61 26.09
\% 95.65 56.52 52.17

Total 88.20 75.36 50.49

* Not all the variations were tested for all the sizes in order to reduce the duration of the user test to
50 minutes.
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Figure 8. Percentage of correct answers for symbols with formal
variations: simple, angled cut, and concave. It shows how simple symbols
produced better results.
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Figure 9. Percentage of correct answers for symbols on different scales.
The graph shows a decrease of correct answers compared to figure 8.
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Figure 10. Percentage of correct answers comparing tactile symbols of
different sizes.
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V. CONCLUSIONS AND FURTHER WORK

A first conclusion is drawn from the results obtained:
given the amount of errors in identifying tactile symbols with
formal variations, simple volumetric symbols are more easily
perceptible to the sense of touch than complex symbols, thus
answering the second research question proposed at the start.
This could indicate that, in this case of tactile perception, it
seems to fulfil the visual gestalt principle of simplicity.

Furthermore, as expected, larger symbols were more
easily identifiable than small symbols. There were no
significant variations between the symbols measuring 0.5 cm
and 0.75 cm square. Although three of the symbols — the
rectangular prism, the cube and the ‘V’ — seem to have an
optimum size of less than 0.75 cm, it would be interesting to
study this phenomenon in depth in later studies, as certain
larger shapes may produce unexpected results outside the
general pattern.

However, in the 0.25 cm square symbols, the number of
errors increased significantly. This leads us to the conclusion
that a size of 0.5 cm square or larger may be appropriate for
the design and implementation of three-dimensional symbols
in future tactile maps. After analysing the data collected, the
best volumetric symbols have been: pyramid, thin cylinder,
cube, and rectangular prisms. These presented 100% correct
answers in at least one of three sizes.

Regarding two-dimensional symbols, the circle ‘O’ and
the “V’ achieved optimal hit rates. The flat symbols could be
placed on a second level of volumetric accuracy after those
mentioned above, but with no significant differences.

Some of the gestures observed during the tests with
users, for example, the way in which fingers are used to
pinch and explore some volumetric symbols, could be an
interesting subject of study.

The fact that some forms have been detected, even
spontaneously, thanks to certain formal attributes could open
future paths of experimentation in terms of strategies for the
exploration of tactile maps. One such example is the effect of
pinching fingertips when examining volumetric forms such
as pyramids, cylinders, or thin cones. This fact suggests that
these sorts of symbols could be used as point symbols. Also,
the process for scanning relief maps with volumetric features
requires specific strategies that have no place in flat formats.

In addition, certain perceptual illusions detected during
the experiment suggest that some curious phenomena,
known in detail in the field of visual perception, also play a
part in the sense of touch. In future work it would be
interesting to study the differences in the proportion of the
different solid shapes, for example, the ratios for correctly
distinguishing a rectangular prism from a cube.

Regarding the first research question posed, the results of
this study suggest that it would be possible to extend the
range of discriminatable symbols to include the category of
volumetric symbols within the current set of symbols,
specifically some basic prisms, which are apparently easily
identifiable. Although we must add that it is still early to
assert this claim rigorously, and it is necessary to test these
symbols in future volumetric tests, for example, in context in
real tactile maps with different symbols close to each other,
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and not just isolated like those in this study. The optimal
distance for correctly distinguishing the set of symbols when
these are employed together should also be taken into
account.

Thus, the authors assume that these two categories of
symbols, ‘flat symbols’ and ‘solid shapes’, are difficult to
confuse with each other, and would therefore be easy for the
users to memorize when used together. Therefore, it would
be possible to use more than 6 symbols per key or, at least, to
use 6 symbols per key with formal differences that would
allow us to avoid discrimination mistakes when using a
tactile map. Further studies should deal with the maximum
amount of tactile symbols that can be used in a map key to
be memorized by users, including those discussed here and
those proposed by the authors.

Thus, following the completion of this first trial, further
works are pending to clarify the initial. Some of these works
have already started in pilot mode using an improved sample
of visually impaired persons, showing some initial positive
results (Fig. 11).

Figure 11. Pilot study of 3D symbols on relief maps.
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Abstract— This progress paper describes a study plan and
research theme with the focus on information sharing
practices, social habits and behavioral access patterns in the
context of the mobile phone and ICT usage of rural users in
the emerging economies such as South Africa. The aim is to
design new solutions to support rural users and their economic
existence. An ethnographic field study was performed in order
to understand the living conditions of rural communities and
the related problems and opportunities in the field of mobile
phone and ICT usage. A variety of qualitative measures such
as contextual inquiry, participant observation, design
exercises, focus and individual interviews were used during the
field. However, only preliminary results from field studies are
described in this paper. In our study, we found that needs and
expectations of the users dwelling in rural context of different
emerging economies are very much different from that of
developed world. Product designers must consider these needs
in order to deliver successful ICT and mobile-based services.

Keywords-Emerging markets; ethnography, information
sharing; oral culture; rural users.

1. INTRODUCTION

Telecom sector has witnessed unprecedented growth in
the last decade due to which mobile phones have penetrated
deep inside our everyday life. Mobile phones have now
turned into a commodity item that was considered an
element of luxury, a decade ago. Majority of the mobile
phones are now owned and used by people dwelling in
resource constraint rural communities of emerging markets.
Emerging markets are defined as nations holding low to
middle income earning people for example India, China and
South Africa [1]. According to an estimate, 80% of world’s
total population is living in these emerging markets and they
account for 20% of worlds’ economy [2]. World economists
have predicted that emerging markets will continue to show
twice growth rates as compared to developed nations [2].
This has resulted in ever-growing interest in exploring and
investing in these emerging markets. Technology and
related infrastructure have been special area of interest.
However, we believe that low income, illiterate and
resource constraint communities dwelling in different
emerging markets are understudied. Hence, use of
Information and Communication Technologies (ICT) and
mobile phones in business and daily routines by these
resource constraint communities is still a young field of
research. Our study is concerned with the examination of
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the issues involved in the development of interactive
technologies for rural environments. The rural environment
studied in this paper is actually the remote region of the
development world.

After the invention of mobile phones, scientists
considered mobile phones as new mediums for
communication and connectivity. But, with the emergence
of mobile services such as text messaging and multimedia
have transformed this notion. In resource constraint regions
of different emerging markets, mobile phones are used for
micro-financing and sound medium for carrying out
different business activities [3][19]. Mobile phone is now
increasingly used for accessing information pertaining to
health, education, e-services, government welfare schemes
and most importantly farming and related practices.
According to a recent estimate, only India and China
account for more than 2 billion mobile phone users [4].
Mobile phones are not only portable but also they are easy
to use, cost effective and above all, they have become very
much affordable. Mobile phones are seen as tools for
bridging the existing digital divide between developed and
developing world. Previous work on ICT and development
argues that under utilization of the ICT infrastructure is one
of the main reasons behind this increasing digital divide. We
see ICT as an essential catalyst that can potentially help
local indigenous markets to expand and develop beyond the
local borders.

So far, the users dwelling in resource constraint rural
communities of emerging markets are understudied. There
are not many studies on developing ICT solutions for
resource constrained, low income and digitally unstable
communities [17][18][19][20][21][24][25][26][27][28]. We
argue that these users are having different needs,
expectations and requirements from ICT use. These needs
are different from that of users living in developed world.
Hence, product developers and ICT designers must
understand and examine these different needs in order to
manufacture successful ICT adoption in these emerging
markets. In our study, we have also emphasized on
studying local needs, social habits and behavior patterns of
users dwelling in rural communities that are also resource
constraint.

The rural areas of emerging markets such as South
Africa and India suffer from a lack of economic activity due
to which the problem of poverty is further exacerbated.
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Rural communities possess a huge potential in developing
opportunities for agriculture and other small enterprises, but
due to limited or inefficient markets and marginalized basic
infrastructure, these communities are not strong enough to
tackle poverty and improve rural living. Mobile phone
services and ICT possess the required potential for opening
these rural markets to the outside world.

In our research, we are seeking to better understand the
living conditions of rural residents in India and South Africa
so that later, based on the study results, we can propose and
develop innovative solutions for improving rural life.
Through the ethnography field study we want to identify the
existing problems, opportunities and their possible
solutions. Our goal of designing new solutions for the rural
users in India and South Africa will be achieved through a
cross-cultural ethnographic study of rural communities in
both these countries. However, in this paper, we have only
reported our ethnography field study and its results from
two rural communities in South Africa. In this study, we
accomplished two main objectives - First, we studied the
information-sharing practices in the rural regions of South
Africa in order to understand if and how new mobile phone
design and ICT solutions can improve their lives. Second,
we have cross-examined the findings and understanding
present in the existing literature on ICT and development
from India and China in context to South Africa. So, in a
way, our empirical study is partially cross-cultural by
nature.

The rest of the paper is organized as follows. Section II
outlines the description of our field sites. Section III briefly
describes the related work to our topic. Section IV describes
study methodology by explaining the used research
methods, study participants and the process of data
collection and analysis. Section V presents the themes under
investigation in our study and Section VI outlines the results
of our ethnography study. Finally, our paper ends with
presenting study conclusion and future works.

II.  FIELD SITES

Our study is based on understanding the information
sharing practices, ICT use and ownership in resource
constraint rural communities of emerging markets where
low literate and low income users dwell. In this direction,
we have selected two rural but resource constraint
communities in South Africa. Our ethnography study is
based on the two rural communities located in the Eastern
Cape of South Africa, i.e., Alice and Dwesa rural
communities. University of Fort Hare is located within
Alice while Dwesa rural community is located on the south-
eastern coast of South Africa that comprises of an area
spread over 235 square Km. The closest town to Dwesa is
50 km away. Dwesa suffers from a low human development
index i.e., 0.41 [5], far below the national average of 0.61
[6]. Dwesa also has a low literacy rate at 44.24% against the
national rate of 68.5% [7], an unemployment rate of around
78%, and increasing dependence on agriculture, state grants
and remittances from wurban areas [5]. The working
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population of this region is mainly involved in farming
related practices, while marginal numbers are dependent on
art and craft for their subsistence. Due to the high
percentage of youth migration to urban areas, Dwesa is left
with mostly elderly people and children below 20 years of
age [8][9][10][11]. Dwesa and Alice differ in socio-
economic status as Alice is more advanced compared to
Dwesa in terms of technology use because the Alice rural
community lies in the vicinity of bigger towns and people
dwelling here are having higher penetration of ICT and
mobile phones compared to Dwesa.

III. RELATED WORK

Given our focus on the day to day practices in rural
settings, we concentrated on three aspects of rural living:
oral cultures and their mobile phone usage, existing
information sharing practices, and the role of ICT and
mobile services in farming and other professions in rural
settings. First we referred to the existing work in the Alice
and Dwesa rural communities in order to get a basic
understanding of the current use and ownership of mobile
phones and ICT in these communities [7][8][9][10][11][22].
After this we looked at the existing research in the Human-
Computer Interaction for Development (HCID) literature
[12]. HCID practitioners have recommended focusing on
community-centered design rather than user-centered design
when development related issues are the main reasons for
the research [12]. Similarly to research on Chinese
immigrant workers and ICT [9][10][11] our research also
turned to family centered design as the majority of the
people in the Dwesa rural community have migrated to
urban areas, and they are the ones who provide urban
resources to the rural families.

Similar to our argument, i.e., users dwelling in resource
constraint communities of emerging markets have different
needs, expectations and requirements. Winschiers and
Fendler [13] also emphasized this difference in their study
as they found western usability notions failed desperately in
Nigeria. It was found that western world’s notion for
evaluating usability i.e., learnability, speed and
memorability do not sell as criteria’s for usability in Nigeria
because Nigerians considered other criteria for considering
any software successful. Sukuraman et al. [20] argued that
findings from the developed nations are not directly
applicable in context to emerging markets due to different
needs and requirements. They found that the users in
resource constraints communities do not have a pressing
need for security and privacy in ICT use unlike developed
markets. Sherwani et al. [17] presented the concept of oral
and literate culture in order to understand the preference for
face-to-face information exchanges in both oral and literate
cultures. “Intermediated technology use” is recognized as an
important research area in HCID research. Intermediated
technology use refers to the situation where users cannot use
mobile phone services, ICT or other related technologies on
their own due to any one of several reasons like poverty,
illiteracy, and lack of accessibility or sufficient skills
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required for independent use. In such cases, users often
become dependent on others or rely on third parties [18]
[19][20]. India has been a testing platform for intermediated
technology use [18][19][20][24] and these findings can also
be applicable to South Africa for the following reasons:
Both countries have a high level of illiteracy and unstable
development in infrastructure. Both are also emerging
economies that are facing a vast rural and semi-skilled
population, poor quality of education, uneven economic
development and inefficiency in their local markets. Smyth
et al. [25] studied the media sharing through mobile phones
in India in order to understand the mobile phone use,
ownership and adoption in emerging market context. In this
study, we found that if a user is highly motivated then
existing hurdles in ICT use and adoption are easily crossed.
These hurdles are — cost of Internet use, privacy, complex
user interfaces, software virus, legal issues and limited
Internet and network connectivity. But users due motivation
for entertainment overcomes these challenges. However one
of the notable findings from this study was that emerging
markets are not yet ready for the advanced ICT
development.

In the exiting literature on ICT and development world,
there are different research agendas for example; ICT4D,
HCI4D and recent of all UbiComp4D, all these platforms
have more or less one common objective i.e., focus on the
needs and requirements of development world. ICT4D
refers to ICT for development where the primary focus is on
“how technology can solve challenges faced in global
development”. UbiComp4D refers to Ubiquitous computing
(UbiComp) for development that strives for the integration
of development of resource constraint communities and
UbiComp research agendas. Similarly HCI4D stands for
Human Computer Interaction (HCI) for development that
argues for developing new methods and organizing studies
for the development of digitally unstable communities.
HCI4D came into limelight as a mechanism for countering
the challenges faced in applying traditional HCI research
methods when contributing to global IT development. All
these three different terms have common agenda i.e., to
eradicate poverty from neglected socio-economic contexts
[17][18][19][20][21][24][25][26][27][28]. In this direction,
some of the notable initiatives are GlobiComp, workshop
organized on “Taking UbiComp beyond developed worlds”
at UbiComp 2009 [26]. “Transnational times” workshop at
UbiComp 2010 [27] and workshop titled "Transnational
HCI" organized at CHI 2011 [28]. All these different
initiatives emphasized the need for understanding social,
economic and cultural practices in emerging markets for
potential ICT development.

IV. STUDY METHODOLOGY

The ethnographic study was performed in three different
phases where the first phase was exploratory in nature. At
this stage, we emphasized gathering information on social
habits, access patterns in regard to mobile phone and ICT
usage, information sharing and exchanges in rural settings.
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In the second phase, the information gained from the first
phase was validated using the same research methods and
study methodology, but with more systematic sampling of
participants. In third phase, we performed a cross-cultural
study where findings and results available in the existing
literature but from different continent were cross examined
with the learning and results obtained through our
ethnography study

The first phase of our ethnography study was completed
in course of a 5-week ethnography study during May-July
2011 in both Alice and Dwesa Communities. The data
collected from the first of the study was analyzed using
thematic analysis approach [23]. Based on the study
findings, we made some adjustments to our study. Some
questions were modified and added in order to know more
about the unclear facts. Second study was organized with
modified questions between September-October, 2011 in
course of 5-week ethnography.

The entire ethnography study was carried twice in the
course of 6 months. Three researchers from University of
Fort Hare organized and performed the ethnography studies.
The researchers made six visits to Dwesa and Alice where
they stayed for four to five consecutive days on each visit.
They stayed with the local residents and followed a daily
routine of visiting common meeting places, social gathering,
schools, and adult learning centers, farming sites and
shopping places. Before conducting the first phase of this
study, we took certain steps to ensure that the results of the
study were correct and genuine. For example, three
researchers were picked who were already familiar with
both communities in order to establish trust and a certain
degree of comfort with the study participants. This ensured
the easy availability and accessibility of the subjects
involved. Second, well-known people from both the
communities were taken into confidence so that the subjects
participated in our study in a motivated and willing fashion.
For example, the respective heads of the communities and
principals of the adult learning and training centers located
at Dwesa and Alice.

A. Research Methods

Mixed method research was practiced during our
ethnography study i.e., combination of different qualitative
research methods such as contextual inquiry, participant
observation, design exercises; focus and individual
interviews were used for gaining rich user data. We
employed the triangulation research principle in the data
collection where findings from every research method
complemented the other methods. Tables 1 and 2 present the
classification of participants based on gender in different
user groups. Table 1 presents the classification in first field
study while Table 2 represents second field study.
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TABLE I.  CLASSIFICATION OF PARTICIPANTS IN FIRST STUDY

User Group Dwesa Alice
11 males 16 males
Youth 17 females 13 females
Women 14 females 28 females
Farmer 10 males 5 males
ers 2 females 3 females
6 males 11 males
Old People 8 females 6 females
Teachers/ 3 males 6 males
Workers 8 females 8 females

TABLE II. CLASSIFICATION OF PARTICIPANTS IN SECOND STUDY

User Group Dwesa Alice
15 males 11 males
Youth 15 females 10 females
Women 15 females 15 females
Farmer 8 males 8 males
armers 5 females 2 females
7 males 7 males
Old People 8 females 7 females
Teachers/ 5 males 6 males
Workers 10 females 9 females

B.  Study Participants

In our study, we tried to involve different stakeholders
from the both rural communities. This includes youth
(below 25 and not working), women (mostly staying at
home, married and from all age groups), farmers (all age
groups), older people (above 55 years of age), and
professionals involved in other than farming (teachers,
craftsmen from all age groups). Our user group contains
both illiterate and literate participants who either do or do
not possess mobile phones.

In both communities, youth was classified into a
primary school group (8-12 years) and a secondary school
youth (13-30 years). The youngsters interviewed at Dwesa
were between 7-20 years of age due to rural to urban
migration, as those above 20 years of age had already left
the community. The youngsters interviewed at Alice were
more technologically savvy compared to the youngsters at
Dwesa. The majority of the interviewed youngsters at Alice
had mobile phones while in Dwesa few possessed their own
mobile phones. As Alice is closer to towns, there are high
numbers of children who are the victims of theft. As a
result, parents at Alice preferred their children to have
mobile phones so that their children could call them in case
of emergency. Furthermore, it was found that the youth at
Alice play indoor games such as Sudoku and snakes and
ladders; while at Dwesa the children rely on traditional
outdoor games in groups.

Farming is more common in Dwesa than Alice, and
more farmers were available in Dwesa for this reason.
Almost all the interviewed farmers both at Alice and Dwesa
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possess mobile phones. In both Alice and Dwesa, we found
that a large number of subjects joined in discussions but
only few of them were active in answering the interview
questions. We cannot restrict or eliminate such people from
our discussions as it was against social rules in African
society so we allowed everyone to join at their own will. In
Tables 1 and 2, we mentioned number of only those users
who have participated actively in the discussions. Almost
all the focus group discussions organized at Alice were
informal in nature because in Alice people are either busy
doing their work or travel to the nearest big city to seek
employment: hence we met most of our subjects at a
community hall except for farmers and older people who
were interviewed at farming sites and their homes. Figures
I, 2 and 3 presents an overview of different types of
discussions organized by researchers in Alice and Dwesa
communities.

Figure 1. Researchers organizing focus group discussions at Alice
community

Figure 3. Focus discussions with working user group
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C. Data Collection and Analysis

All the qualitative measures were performed in the native
language of that region, for example, in Dwesa and Alice
rural communities isiXhosa language is widely spoken and
written; so, all our qualitative and design methods were
practiced in isiXhosa language. Three researchers from
University of Fort Hare are fluent in written and spoken
1siXhosa, so all observations and conversations were carried
in isiXhosa. The data was collected in the form of audio
recordings and written field notes while practicing different
qualitative measures in the ethnographic field study. The
participating researchers transcribed the recordings first in
isiXhosa and later translated them into English. The field
researchers crosschecked the translations in order to avoid
any incorrect translation of the original text and the
associated meanings. The collected data was analyzed using
thematic analysis approach where common themes and
meanings were obtained after objective and systematic
process of data analysis [18]. The whole process ends with
higher abstraction levels that were carved from the original
data.

V.  THEMES UNDER INVESTIGATION

We have identified three themes for investigation under
this study that are listed below:

A.  Oral cultures and Mobile phone usage

Both the Alice and Dwesa rural communities possess
large numbers of people who represent oral culture, i.c.,
illiterate people. We wanted to investigate the different
mobile phone features used by oral and literate users. Our
two main objectives under this theme are:

1. How do oral users make use of different features in
their mobile phones? For example, how do oral users
save contacts on their mobile phones? Do they seek
help from friends and family? Or have they become
familiar with the process of saving contacts in the
phone address book? In some of the earlier studies [19],
it was found that oral cultures use paper diaries for
storing contacts, so we also wanted to examine the
possible reasons behind this behavior. In what way do
oral users save contacts in their mobile phones and their
paper diaries? What is the basis, for instance, for
indexing and searching for saved contacts in the paper
dairies?

2. Investigating the kind of problems faced by oral users
in mobile phone use. Our hypothesis on mobile phone
use is that oral users make use of only few mobile
phone features. There are many such never used
functionalities such as organizing contacts to family,
friends and office, the speed dial option as a shortcut
for calling someone by pressing a single key, and
associating icons or colors with contacts. The question
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is do oral users really use such functionalities in their
daily routine?

B. Information sharing practices in rural regions

Under this theme, we are investigating the role of face-
to-face or oral information exchange in the daily routine of
different user groups. How do different user groups receive
the updated information related to the product they want to
purchase or sell their produce on the market? We are
interested in exploring the access pattern of such
information exchanges. We believe that ICT should support
the existing information sharing practices that are currently
based on social habits. We are also examining the access
patterns and different channels through which information
flows in rural settings. For example, how do different user
groups receive national and international news and updated
information on new products they want to purchase. How
do they perceive information sharing through computers and
Internet? Different state owned TV and radio programs are
aired, but what is their overall usefulness to different
professions such as farmers, shop owners and small
business owners? Furthermore, we are interesting in
understanding the role of the different education and health
oriented programs owned by the respective state
governments for our user group.

C. Role of Mobile phones and ICT in farming related
practices

In this topic, we are studying the role of ICT and mobile
phone usage in facilitating different farming related
practices such as seed selection, sowing, fertilization and
disease management, harvesting and selling agricultural
purchase on the market. Our three main objectives under
this theme are -

1. Investigating the role of text messages and other mobile
phone services in different farming related practices.
We want to understand the attitude of farmers to
different mobile services, and their associated benefits
and risks. How do farmers, for example, sell their
produce in market? Do they sell locally or in other big
cities? How do they get updated information about their
crops? Do they have long-standing relationships with
the buyers?

2. Examining the role of state owned infotainment media,
i.e., radio and TV programs in the daily routines of
different user groups such as information related to
markets, to weather forecasts, and also to government
policies related to their profession. We are interested in
examining “how farmers perceive these informing
sharing programs”.

3. Other farming specific questions under investigation are
different crop diversification programs and their
usefulness. Crop diversification programs are promoted
by the state government so that farmers can earn more
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profits, but do farmers agree and see crop
diversification as useful?
VI. PRILIMINARY RESULTS

Our presented study is still in progress and this paper is
also a work in progress contribution; so, we also only
outlined some of the preliminary findings here that are
crucial findings as per already defined themes of
investigations.

A.  Oral cultures and Information sharing practices

Similar to the existing studies in emerging markets
[15,16], we found that in both rural communities, oral or
face-to-face communications are most preferred medium for
sharing information. Majority of the interviewed
participants in Dwesa community had strong affection for
oral way of communication as they consider it to be more
relaxing, helps in socializing better and free from
miscommunication that frequently happen if communication
happens through mobile phones. Information sharing in both
rural regions is highly unstructured and people consider
technology such as mobile phones and Internet as expensive
and un-necessary for delivering non-urgent information for
example discussing normal daily routine, gossips and other
local news. Youth as well as business professional such as
farmers and other employed people excessively use mobile
phones. Old people make use of mobile phones mostly for
receiving phone call. In both Alice and Dwesa
communities, it was found that majority of the people have
strong opinion that in future technology can never
completely replace the oral or face to face communications.
This can be interpreted as people in rural communities are
not as addicted as are urban users. Furthermore, technology
use is still considered expensive while oral or face-to-face
communications are considered effortless.

B.  Role of Mobile phones and ICT in farming related
practices

In Dwesa community, we found that almost all the
interviewed farmers are dissatisfied with the government
initiatives related to farming practices. Farmers in Dwesa
mentioned that crucial information related to farming
practices such as seed selection, sowing, weather forecast,
insecticide and pesticide selection could be easily provided
using mobile phones. Mobile phones are universally and
huge number of farmers possesses feature phones, which
support text message facility. However, ICT is underutilized
like earlier studies in other emerging countries like China
[15][16]. A farmer in Dwesa community is depending upon
local school and community centers for getting farming
related advice. Some farmers even expressed that main
reason for agriculture related losses such as bad yield is due
to improper information sharing. In Alice community,
farmers are in better position compared to Dwesa because
Alice is close to bigger towns so farmers have easy
accessibility to farming related equipments unlike Dwesa. In
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both the communities, we found that mobile phones are
excessively owned and used by the farmers for example,
informing neighboring farmers about farming and weather
updates, getting updates about the yield price from the local
markets. Overall, we got the impression that mobile phones
and ICT in general are owned and used in high numbers
however; ICT is underutilized due to poor government
initiatives. Unlike other researchers [21] who believe that
emerging markets are not yet ready for the advanced
developed, we hold a different opinion on this matter. In
both Alice and Dwesa communities, infrastructure is already
present in form of mobile phones; so, any kind of text or
voice based services can be easily launched and provided to
local community.

VIL

This paper described the design of an ethnographic field
study, which aims to investigate mobile phone and ICT
usage patterns of rural users in developing countries. The
goal is then to identify opportunities for mobile phone and
ICT usage based on the results of this study. We believe that
bringing ICT to remote environments is growing area of
interest in various research communities, and thus our study
of the relevant practical and cultural issues is very timely.
The paper has been structured in a way that its content not
only remains interesting for its readers but also thought
provoking. In future, we plan to organize similar
ethnographic studies in other emerging markets such as
India, China and countries in Middle East. We aim to repeat
our existing study in India and China. In this direction, we
will locate two similar rural communities as we had in
South Africa and apply similar research methods so as to
perform cross-cultural analysis of the results. This kind of
comparison will enable us in deriving important design
drivers that will lead to possible innovative designs for
different rural communities that are also resource constraint
in nature.

CONCLUSION AND FUTURE WORK
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Abstract — The use of the latest technologies to develop
rich interfaces for websites could decrease your accessibility,
making problematic the access for people with disabilities.
Faced with this problem, this paper executed a study to
evaluate the accessibility of rich components on the Web.
The paper used WAI-ARIA recommendations as reference
and analyzed the accessibility problems found in the Jboss
Richfaces components library. The study demonstrates a
methodology to make the analyzed rich components
accessible.

Keywords — Rich Internet; accessibility; WAI-ARIA; Web
2.0.

I. INTRODUCTION

Accessibility is defined as the possibility and condition
range, perception, and understanding for safely and
autonomously use of buildings, space, furniture, urban
equipment and elements [1]. The term indicates the
possibility of any person to benefit from a life in society,
including the internet.

Accessibility on the internet or accessibility on the web
means to allow web access for everyone, not depending
on the user type, situation or tool. It is concerned with
creating or rendering tools and web pages accessible to a
larger number of users, including people with disabilities.

The web is a resource that has become more important
in many life aspects: education, work, government,
commerce, health, leisure, and many more. It is essential
that the web is accessible in order to allow people with
disabilities to have equal access and opportunities. Also,
an accessible web may help people with disabilities to be
active part of the society.

However, with the changes in the sites development
technologies, accessibility on the web has decreased, and
could contribute to increase digital exclusion and to
negatively impact the life of the disabled who already
uses the internet.

Rich Internet Applications (RIAs) are web applications
that employ advanced technologies of user interface to try
to bring the interface of web systems closer to the
interface of Desktop systems [2].

The earliest web applications supported basic HTML
only, and although they could provide simple functions,
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these applications did not have nor provided the
experience of a Desktop application.

The general objective of this research is to study
solutions which may reduce the negative impacts that
new rich technologies induce on the accessibility on the
Web. Specifically, the objective of this paper is to study
the accessibility of some components of the Jboss
Richfaces toolkit.

This paper is organized as follows. Section 2
introduces  fundamental concepts to understand
accessibility evaluation process of a website using rich
components. Section 3 shows all technical items and
steps that led this study. Sections 4 to 6 describe
encountered problems and their resolution, added to the
system validation. Section 7 presents the conclusions of
this work.

Il. THEORETICAL BACKGROUND

A. RIAs Technologies

There are two technologies that facilitate the RIAs
development: toolkits and frameworks. Toolkits assist on
abstracting the differences of browsers and on providing
basic functions to handle events. Frameworks assist on
standardizing sites development. Some toolkits and
frameworks examples are: Dojo, Web Toolkit Google,
Dojo Abra Rico, Prototype, User Interface Library,
Zimbra Kabuki AJAX Toolkit, Yahoo User Interface,
Jboss Richfaces, JavaFX, Ruby on Rails, and Java Server
Faces (JSF).

This paper studies the Jboss Richfaces 3.3.3.Final
toolkit and the Java Server Faces 1.2 framework, based
on the World Wide Web Consortium (W3C)
recommendations [3].

B. World Wide Web Consortium (W3C)

The World Wide Web Consortium (W3C) is an
international consortium created in 1994, and it is
responsible for establishing web standards. More than
400 organizations are members of this Consortium.

The W3C dealt with the accessibility problem in 1998
when the W3C Web Accessibility Initiative (WAI) was
launched. Therefore, WAL is the part of W3C responsible
for web accessibility.

75



ACHI 2012 : The Fifth International Conference on Advances in Computer-Human Interactions

WAI works with organizations from all over the world
to develop strategies, guidelines and resources aiming to
make the Web accessible to people with disabilities. One
of the WA roles is to develop guidelines and techniques
that describe accessibility solutions for Web software and
developers.

Until 2008 WAI did not handle accessibility problems
in RIAs and from that year on it started to handle these
problems by releasing the Accessible Rich Internet
Applications Suite (WAI-ARIA 1.0).

C. WAI-ARIA

WAI-ARIA 1.0 is a set of technical recommendations
that is being developed to specify ways to make the
components of the rich internet accessible.

In fact, these recommendations suggest the insertion,
in the sites source code, of tags of four types: landmark,
role, state and properties [3].

Landmark is an element that indicates the layout
divisions of a site, and can be header type, navigation bar,
footer, and text body, among others [3].

Role designates the role executed by a RIA component
[3]. As an example, a slider component, such as the one
presented in Fig. 1, can be created from images and
source code written in JavaScript language and can
include the WAI-ARIA tags to make it accessible for a
screen reader.

Quality:

terr'ible béd clec!ent good excéllent

Fig. 1. Slider component created from images and JavaScript
source code [3].

Properties indicate the property that a given
component has [3]. In the example from Fig. 3, the
“maximum-value” property could exist. State indicates
the state of this property; in this example, the “maximum-
value” property could have the “good” state.

A set of WAI-ARIA tags of live type also exists, and
they are important to inform the screen reader about the
updates without full page changes, which are common in
sites that use RIAs [3]. An example is the decreasing
count of remaining characters to be typed in a text box, a
component that is very abundant in social networking
services sites. Inserting the tag in this case would allow
the screen reader to warn the user about how many
characters are left to be typed.

D. Tools to Evaluate Accessibility

The evaluation of a given site accessibility can be done
manually and/or automatically.

Manual evaluation consists of inspecting the site pages
source code, in order to analyze its contents based on the
W3C guidelines, searching for accessibility errors.

Automatic evaluation consists of testing the pages of a
site using evaluation software that detects the code and
analyzes their contents. Usually, the software is based on
W3C guidelines, and evaluates the accessibility level
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inside these set of rules to produce detailed reports
automatically. Generally, these tools/reports present the
errors and suggestions on how to fix them, as well as the
verifications that must be executed manually.

There are dozens of evaluators/validators of websites
accessibility available in the market, such as: Cynthia
Says [4], Hera [5], Ocawa [6], and W3C Validator [7].

E. Assistive Technologies

Inside Computer Science scope, assistive technologies
are a set of software and hardware designed specifically
to help people with disabilities to perform their daily
activities [8].

That research studied voice synthesis assistive
technology, also known as screen reader. This kind of
computer program can reproduce audio of user
interactions with the operational system and with others
programs, like web browsers. Currently, there are many
screen readers, such as: NonVisual Desktop Access
(NVDA) [9], Jaws for Windows Screen Reading [10],
Virtual Vision [11] and Window-Eyes [12].

I11. STUDY ORGANIZATION

This project was developed in four steps, with some of
them being concurrent. The first step was the survey and
the bibliographic study already mentioned in the
theoretical reference. The second step was the analysis of
rich components accessibility; the third step was the
adjustment of the rich components accessibility; and the
fourth step was the validation of the study components
accessibility. The following topics provide details of
steps two to four.

IV. IDENTIFICATION OF THE ACCESSIBILITY
PROBLEMS OF RICH COMPONENTS

This study analyses an evaluation software used in a
university to measure teachers and disciplines
performances. It uses the following rich components:
commandButton, commandLink, status, ajaxValidator,
column, dataTable, message, messages, modalPanel and
panel.

The system consists of four pages: access page, with
login and password; list of disciplines page, grading page
and conclusion page. The source code of each page that
uses the components is composed by four parts: HTML,
Java Server Pages, Asynchronous JavaScript and XML
(AJAX) and JBoss RichFaces.
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Fig. 2. The use of JBoss RichFaces components in the
evaluation system under study. Access page. 2011.

Fig. 3. Use of JBoss RichFaces components in the evaluation
system under study. Evaluation page. 2011.

For validation, the “Validate by direct input” option
was used and it is available through the W3C Validator
site. The source code of each opened page in the Mozilla
Firefox version 5.0 browser was copied to the validator
code field. When the “check” is clicked on, the validator
reported the problems found. After the analysis result, the
validation system detected eight errors on the start page,
four on the menu page, and three on the main use page.
Some errors are not related to accessibility, and are
related to not complying with W3C standards. The
Validator does not cover all cases and, therefore, it was
also necessary to open the source code of the evaluated
system on a true text editor.

After the automatic validation and the code inspection,
a scan of the system was executed using the NVDA
screen reader. The reader helped to detect accessibility
problems that could be corrected in the next step of the
research. Many problems were detected since the study
system was initially developed with no consideration
about accessibility. The table | below describes the most
common problems found:

TABLE |. RICH COMPONENTS AND PROBLEMS FOUND.

Component Problem

rich:column Cells of the table inaccessible via the keyboard. The

rich:dataTable screen reader does not read its contents.

rich:message Message generated by AJAX technology is not read
by screen reader.

rich:modalPanel | Component inaccessible via the keyboard. The

screen reader does not read its contents.

Processando, Aguarde!

Fig. 4. Use of JBoss RichFaces components in the evaluation
system under study. List of disciplines page. 2011.

It is known that an accessible site must firstly be in
accordance with the HTML standards suggested by W3C.
Therefore, in order to help the identification of the
accessibility problems of the study components, an
automatic tool for validation of sites suitability to W3C
standards was used. The chosen tool was Validator from
W3C [7], which is free software and does not require
installation. This tool was selected due to being the only
one in the category that supports WAI-ARIA tags, which
are included in the Document Type Definition (DTD) file
that defines the set of HTML tags the browser should
recognize and interpret. It should be noted that there are
other tools available for validation, such as the
“Avaliador DaSilva” (Evaluator DaSilva) [13], and
“Avaliador e Simulador de Acessibilidade de Sites” —
ASES (Evaluator and Simulator of Accessibility of Sites)
[14], which do not include (until now) the tags related to
WAI-ARIA, making impossible any analysis.
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]

rich:panel Component inaccessible via the keyboard.

Besides problems found in the rich components,
problems in the use of not rich components were also
identified, as listed below:

e Use of classic HTML tables for layout;

e Tab order not defined;

e Reading all content on the web pages without
pause;

e Reading all the cells of the tables without pause;

e Table inaccessible via the keyboard;

e List items inaccessible via the keyboard;

e Selectable Radio buttons, but with limited
access, since it is impossible to read the contents
of rich:dataTable cells and to obtain information
on the subject.

V. ADJUSTMENT OF THE SYSTEM
ACCESSIBILITY

Based on the accessibility errors indicated by Validator
and on the problems identified by the screen reader,
accessibility adjustment was executed. Initially, the
system was adapted to the basic accessibility
recommendations WCAG 1 and WCAG 2, such as the
deletion of tables used as layout and the correction of
tags, both from the HTML part. Then, the WAI-ARIA
attributes were inserted in the four pages, inside the
HTML tags. It was necessary to change the Document
Type Definition (DTD), a file that defines the valid
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HTML blocks, to a version that recognizes those
attributes and is specified by the W3C. Role, aria-
describedby and aria-live attributes were inserted inside
the HTML tags. Jboss Richfaces components do not
recognize these attributes, because they were not built
with WAI-ARIA support. Therefore, in order to use them,
it was necessary to change the source code and compile a
new version of the Jboss Richfaces toolkit, in which the
aria-describedby, role and tabindex were inserted in
seven of the components used in the system. Jboss
Richfaces source code was changed in two ways: through
a project manager software based on the Project Object
Model (POM) concept, with the modification of files
(usually with *.xml and *.jspx extensions) in which new
attributes and insertion tags were inserted, respectively;
and manually by opening the source code of each class of
a given component and modifying/creating whatever was
necessary.

TABLE Il. RICH COMPONENTS, PROBLEMS FOUND AND

SOLUTIONS
Component Problem Solution
rich:column Cells of the
table
inaccessible via | Putting “tabindex” attribute
the keyboard in each cell of the table to
rich:dataTable Cells of the | make them accessible.
inaccessible via
the keyboard
rich:message Message Putting HTML attribute
generated by “aria-live=assertive” inside

AJAX
technology is

div element responsible for
displaying rich:message.

not read
by screen reader
rich:modalPanel | Component This component is shown to
inaccessible via | user when he clicks to move
the keyboard from one page to another in
order to inform him that the
system is loading the next
page. It was not modified,
yet.
rich:panel Component This component is used as
inaccessible via | layout organizer, so, it is not
the keyboard necessary to receive

keyboard focus (in the
studied system). But, Jboss
Richfaces  library  was
modified to recognize the
“tabindex” attribute.

The dataTable rich component (table with AJAX
support) was manually modified at the class in Java
language that creates its cells (cellRenderer.java) to add
the role and tabindex attributes, with values “gridcell”
and “-1”, respectively. The first pair (role="gridcell”)
indicates the role (table cell) and the second one
(tabindex="-1") makes it capable of receiving focus. On
the other hand, an alternative to the need to modify the
source code of this library and to compile a new version
is to insert the attributes through the JavaScript language.
In the same JRF dataTable component, this language was
used to insert the aria-describedby attribute in each table
cell, with the designation of the column header it belongs
to. In addition, the source code developed in JavaScript
was created to make possible the navigation on the tables
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using the direction keys 'left', 'up', 'right' and 'down’, as
well as to access the pages evaluation links and the radio
button selection items using the ‘enter’ and 'space’ keys. In
a test using other browsers (Google Chrome, Opera,
Internet Explorer) it was noticed that the source code has
different behavior. Adjustments are necessary for the
same operation in all possible browsers/screen readers.
From the use of a screen reader to open the study system,
it was found that words are spoken by a speaker with
English language accent, which hinders the reading
understanding of the site elements for users that are not
proficient in this language. However, it is possible to use
an external speaker, built in Brazilian Portuguese
language, which improved the understanding of the
spoken words by this research test subjects.

VI. STUDY VALIDATION

The system was tested by subjects with some visual
disability. To increase the number of tests, subjects
without disabilities also tested the system blindfold. All
tests were executed using the NVDA version 2011.2
screen reader (a free software) and the Mozilla Firefox
version 5.0 browser. It was noticed at this stage that
because the screen reader was built before the arrival of
RIAs, its use was difficult and it could not identify all the
rich components. However, the NVDA has been
constantly updated in order to support the WAI-ARIA
tags, which may become accessible components.

VII. CONCLUSIONS AND FUTURE PROJECTS

If on one side, the technologies to develop rich
interfaces for web sites advance, on the other side, the
frequent use of these technologies contributes to decrease
the accessibility of Websites. Faced with this problem,
this paper performed a study to evaluate the accessibility
of Web rich interface components. The paper analyses
and corrects accessibility problems found in a system that
uses the Jboss Richfaces components library. The study
demonstrates how it was possible to make the rich
components of the Jboss Richfaces 3.3.3.Final toolkit
accessible using only WAI-ARIA tags. To insert these
tags, it is necessary to modify the toolkit source code (and
to compile a new one). But, these tags could also be
inserted using JavaScript language. Since the WAI-ARIA
recommendations are generic, that is, they are not
applicable to only a group of specific rich components; it
iS necessary to test these recommendations on other
toolkits rich components (like Google Web Toolkit), in
addition to execute tests with different browsers/screen
readers. In summary, the study corroborates that it is
possible to combine sites with rich interfaces and
accessibility. However, currently this combination
depends on the developer, limiting the dissemination of
accessibility on the Web. This paper suggestion is for rich
components to be made available to the developer in
accordance with WAI-ARIA recommendations. This
study presents a methodology to execute this task and it is
the main contribution of the paper.
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Abstract — The method for creation of multi-user multi-monitor
systems designed for educational purposes is suggested. The
method utilizes virtual machine technology which makes
possible to create completely isolated user working
environment, remote access to equipment and remote
workstation administration. Standard interfaces like DVI,
VGA or USB are used as data transmission channels along
with network technologies. Such architecture facilitates the
operator’s work, making it more comfortable, and improves
the quality and capabilities of the distant access to remote
resources.
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L INTRODUCTION

Intense progress in remote educational techniques and
reformation of the existing intramural ones stimulates the
information systems developers to seek for newer
technologies to be convenient and beneficial for the
educational process. First, it concerns the reformation of
computerized student workstations organization, namely,
their graphics architecture, ways of workstations interaction
with each other and with the teacher’s workstation.
Nowadays, tablet PCs, graphics systems having two or more
displays, multi-user designs on the base of a single computer,
etc. are being implemented together with non-removable
computerized student workstations.

Graphical systems having two or more displays are well
known and successfully used by specialists in different
spheres, especially where the human-operator has to deal
with great amount of changing data. Such systems are used
at stock exchanges, in monitoring different natural processes,
in the systems of technological process automated control at
industrial enterprises and in many other fields.

Most of these systems are designed for the work with a
single operator, i.e. they create common information space
including a single operator. There are works on creating
graphical systems with intelligent terminals and direct
allocation of data processing function to several computing
machines [1], systems with intelligent satellites [2],
client/server models ‘host computer plus user terminals’
using different types of PCs [3, 4].

Software programs like Citrix providing terminal access
for Windows and UNIX and terminal services incorporated
in server versions of Windows [5] are among the primitive
mechanisms of terminal access known today.

Heterogeneous distributed computer systems for
decentralized machinery control using Web-server and
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remote web-client servers [6], multi-user system Multiseat
implementation technologies [7], corporate solutions of
distributed user systems in virtual environment on the base
of Microsoft RemoteFX [8] are also of interest.

Most of these systems are designed for the work with a
single operator, i.e. they create common information space
including a single operator. However utilizing multi-display
systems in education may be still more efficient, if their own
working environments are created for them.

Moreover, implementation of distributed terminal
systems gives an advantage of providing substantial financial
saving on purchase of equipment, diminishing operational
costs for system maintenance and, in a way, realizing ‘green’
energy saving concept [9, 10].

Thus, the fact of practicability of multi-user terminal
systems implementation is becoming evident.

Meanwhile there still exist a number of problems
requiring special attention. They are the problems of
providing the system processing speed and its productivity,
the security of information communication when
transmitting it through the open access networks,
implementation of the ‘severe real time’ mode.

The aim of the given work is to elaborate the way of
creating a multi-user multi-monitor system with remote
access capability designed to be used as information
environment in education process.

II.  THEORETICAL ANALYSIS

Multi-user multi-monitor systems are those built on the
base of a single computer and having many monitors each
meant to be used by one operator.

In information systems, the so-called terminal principle is
usually used to provide multi-user work, interaction of
technical provision of operators’ workstations through local

processing networks or other network technologies
underlying the principle.
This causes substantial delays in information

communication and limits the communication bandwidth
between operators. Technical provision of operators’
workstations is common user PCs having input/output
devices for interaction with an operator and network adapter
for adding a client to the network. Organization of user
workstations without using the client PCs has limited
implementation so far because of its low dynamic features.
For example, ArtistaNET controller making possible to
integrate LCD displays into a local area computer network
without a client PC has for the time being the productivity
[11] shown in the table below.
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TABLEI.  COMPARATIVE FEATURES OF ARTISTANET CONTROLLER
PRODUCTIVITY
Resolution Interface Image Transfer Rate
VGA 100 Mbps 16 images per second
SVGA 100 Mbps 12 images per second
XGA 100 Mbps 5 images per second
WXGA 100 Mbps 4 images per second
SXGA 100 Mbps 3images per second

Such communication bandwidth of data channels
between the operators’ workstations is evidently insufficient
for monitoring the quickly changing processes and creating
the ‘real time’ for a user.

There is another principle, suggested by the authors
earlier and based on utilizing analog channels for data
transfer. The essence of the technique is in setting a lot of
video cards into the computer and connecting each of them
with two monitors by a standard cable through DVI or VGA
interface (Fig. 1) [12].

Digital signal
from the touch The
panel A ? industrial
Analog video cRmpnier
v v
Informa-
tion
— flows
ouch panel Touch panel
Controls ‘ v ‘ Controls
[ Operator 1 ] [ Operator 2 ]

Figure 1. Scheme of separation of information and control functions

Video data are transferred through the cable without any
transformation and come directly to the monitor, which
completely excludes delays in the channel of data transfer.
From the view point of hardware, the method can be used to
create small area multi-user information systems, since usage
of even special shielded cable to connect the monitors on the
operators’ workstations cannot provide total noise absence
and, as a result, makes enhancing the coverage area
infeasible.

An important issue in using the method discussed is
software support of isolated users work environment. Every
operator usually performs his/her function that is loosely
coupled with the function of some other operator. In this
case, each operator requires specialized software or hardware
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at his/her workstation, e.g. access to the CAD-system being
studied. Moreover, such a technology does not make it
possible to bring tablet PCs into the information environment
to create mobile computer workstations.

Another burning problem appearing in creation of
information environment for educational purposes is the
problem of multiple access to hardware located in the
university premises. It is common that demonstration of this
or that effect or phenomenon in educational process involves
complex technical means connected to a computer, be it an
electronic microscope or some other specialized equipment.
As a rule, the existing information systems used in distance
learning are not able to supply a remote student with access
to the equipment set in the university premises, limiting this
by the access only to electronic resources. This results in the
fact that remote students are unable to fulfill practical,
laboratory and research work at distance and sometimes
causes deterioration of distance education quality.

II1.

The analyses of the problems mentioned gives evidence
that most of them depend on the implementation of network
technologies, namely, local computer networks (LCN). Thus,
the solution of the larger part of these can be provided via
rejection of LCN usage and implementation of a terminal
system through a new technology. According to this, the
authors developed an alternative technology the essence of
which is in creation of multi-user computational system
based on a single computer. To identify such a system it is
suggested to use the term ‘pseudo terminal system’ because
of the absence of exteriorized terminals [13].

It is suggested that solving the problem of creating
individual isolated environments in multi-user multi-monitor
systems should be realized applying virtual machine
technology.

A unique virtual machine (virtual terminal) corresponds
to each of a number of operators. The terminal has guest
operating system and its unique input (keyboard, mouse,
touch panel, etc.) and output (monitor, VR-headset, etc.)
devices, as well as video adapter and information input
interface controllers, as shown in Fig.2.

Virtual machine monitor provides access of guest
operating system of each operator to the hardware appointed
to it (video adapter, input controller), while guest operating
system works with the hardware offered via standard drivers.

In this case, guest operating system of each operator
forms a desktop and processes graphical elements in video
processor of the appointed to it adaptor, puts the graphical
information out by means of the interface of the same
physical adaptor without applying virtualization of the
device by the monitor of virtual machines.

The information designed to be displayed for the user
comes from the interface to the user monitor connected with
the video adapter corresponding to this user.

VIRTUAL MACHINE TECHNOLOGY
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Figure 2. Pseudo terminal concept

When some user puts data in by means of a keyboard or
other input devices connected with the input physical
controller corresponding to this very user, virtual machines
monitor does not capture data from the controller of data
input, giving them to the processor of the user guest
operating system.

Every operator works with the virtual machine via 10
devices appointed to him/her and ideates that s/he is working
on a separate dedicated computer.

Using the technology of virtualization it is possible to
introduce mobile automated workstations based on tablet
PCs, iPhon, etc. into the information system as well.

Software-hardware links are presented schematically in
Fig. 3.

As such, the system provides “Desktop as a Service”, i.e.
processing power of a computer with physically switched on
hardware and working virtual machines monitor are “leased”
to the remote user. The problem of multiple access with
virtual machines is solved by appointing hardware to a
virtual machine on demand of a user in real time mode as
well.

IV. TECHNICAL MAINTENANCE

The main merit of the developed method for multi-user
system organization is in the fact that it does not require
modernizing of the existing computer arrangement
architecture. The desired number of video adaptors and data
input controllers are connected to the PCI-Express bus, while
data 1O devices necessary to each operator (monitors, touch
panels, VR-headsets, keyboards, etc.) are set on the computer
workstations and connected with the computer through
transmission links of DVI interface for data output device
and of USB interface for data input device (Fig. 4).
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The number of terminals is limited by the number of
video adaptors of the computational server; the number of
terminals equals the total number of server video outputs. In
case modern computational systems with 6 video adapters
are exploited, the number of terminals amounts 12.
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Figure 3.  Software-hardware links

Each of the users works on an individual virtual machine
served by a hypervisor. It should be noted that in case
hypervisor Xen is used practically no limitations are imposed
on the operational systems exploited by users. Moreover,
they may be completely different depending on the
requirements of the user.
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Figure 4. Virtualization technology for multi display systems
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Linux remains the main software platform of the
complex, however, it is only the host-system for the virtual
machines monitor, i.e. it provides the work of the most part
of the computer and hypervisor hardware.

V. CONCLUSION

Thus, the method of building multi-user multi-monitor
systems can be used for creation of information educational
systems for educational establishments of different levels.

Familiar alternative systems exploiting Userful MultiSeat
Linux and Multiterminals technologies differ from the
suggested one by fewer number of terminals (up to 10) and
lower functional capabilities, which significantly limits the
freedom of users in choosing software. In other words,
alternative technologies, in contrast with the suggested one,
make it possible that many users worked with one operating
system simultaneously, which imposes limitations both on
the software used and on the provision of the information
security for the users.

The method elaborated provides convenient and efficient
user work in the close to real time mode thanks to the lack of
delays in the channels of data transfer between the automated
workstations. It also allows to significantly lower the cost of
the information system at the expense of more efficient
resources usage.

Remote access broadens functional capabilities of the
information system largely and improves the quality of
distance education.

Besides, the suggested structure of building terminal
systems with improved dynamic features can be used for
technological processes control by means of a small number
of users, for creating “islands of automatization”, complex
geographically-distributed automated control systems, as
well as for creating computer workstations in computer-
aided design systems.
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Abstract—Room utilization is a problem for universities most
notably when students do not have to enroll for the courses
they want to attend. In this case, the only information available
is the examination regulation of their respective course of
study. In this paper, it will be illustrated how student
constraints can be inferred from these regulations and how
they can be used to reduce the task to a well understood
problem. Furthermore, an innovative user interface based on
these constraints which enables highly interactive university
course scheduling will be presented. In order to support a wide
range of environments, the approach rests upon a very general
domain model and does not depend on a specific solver
technology.
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l. INTRODUCTION

Universities are forced to optimize their room utilization
while satisfying time constraints for students as well as for
teachers. The task becomes even more complex if the
university decides to not force their students to enroll for
courses before attending them. The only information from
which time constraints for the students may then be derived
is the curriculum to which they committed themselves. The
actual scheduling problem is well understood and numerous
mathematical approaches have been published so far [1-3].
In the scope of these approaches, a curriculum is understood
as set of courses that a student must attend [4]. However, for
German universities this abstraction is oversimplified. There
are many paths through a course of study and only a few
courses could be identified as a mandatory core. The possible
paths that lead to a degree are constrained by often complex
regulations.

This paper demonstrates how curriculum-based
scheduling can be significantly improved by incorporating
these regulations into the planning problem. Furthermore, it
will be shown how an innovative user interface allows for an
interactive scheduling. By the use of simple technology-
agnostic models, the approach imposes only very few
restrictions on the surrounding landscape and can therefore
be easily integrated into existing management solutions. The
suggested approach is also not bound to a specific
optimization technique.
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Il.  PROBLEM DESCRIPTION AND REQUIREMENTS

A university maintains hundreds to thousands of rooms
shared for teaching activities. To make the best possible use
of these rooms, they are managed in a centralist manner by at
least one room authority. A room authority is responsible for
positioning a teaching activity in time and space so that no
hard constraints and as few as possible soft constraints are
violated. An authority, however, is not permitted to alter an
activity’s properties like its duration. It is argued that this
planning procedure must be of interactive nature. So the
challenge consists in providing the best possible support for
human planners at the user interface level.

The actual constraints may vary between universities and
therefore must be specified individually. It is important for
the solution to be independent of the respectively used
optimization technology. So the second challenge is to make
sure that the solution exposes a generic and yet efficient
interface to solver engines and allows for as many kinds of
constraints as possible to be implemented.

The most important hard constraints usually encompass
persons and rooms being impartible. While the violation of
most of them may be easily discovered, there is one very
complex constraint: time overlaps for students. In this
context, a university offers courses of study that lead to
certain degrees. The structures and rules of such a course of
study are specified by regulations (also called examination
regulations). For easier naming, it is assumed that one
regulation describing one course of study leading to one
degree for a student. Regulations are usually subject to
change so they are versioned but it is expected that one
student is always registered for only one regulation (version)
at a time. The third task is to exploit the information on
students for inferring potential timetabling conflicts.

I1l.  CONTRIBUTION

Within this paper, insight into how university course
timetabling can be improved by interpreting basic regulation
rules will be delivered. A generic approach to an interactive
regulation-based planning tool will be introduced. By the
term “generic” it is meant that the models used are simple
and generally applicable to universities. “Interactive” means
that the goal is a decision support system for planning
authorities. By means of an innovative user interface the
solution will support the authorities with the intelligence of a
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semi-automatic optimization. The tool presented will not
depend on a specific optimization technology.

In Section 1V, the domain model of the application for
adequately capturing regulations, the teaching offer and
planning information will be introduced. In Section V, it will
be demonstrated how these information can be used to infer
conflicts for the students. In Section VI, a model used for
communicating with the solver for automatic optimization
will be proposed. Finally, in Section VII, the planning
process supported by the approach and a user interface for
interactive planning will be presented.

IV. DOMAIN MODEL

The essential information on which the approach is based
have to be adequately modeled. In the following, a brief
overview of this data model will be given.

A. Regulations and Teaching Offer

The first task consists in modeling regulations. The
authors have gained the experience that they may be
modeled as trees of teaching units where the leaves are
courses and the inner nodes may declare constraints on their
children. The left side of Figure 1 shows that a regulation
consists of units, which can be “phases”, “areas”, “sections”,
“stages” and so on. Everything that is used to structure
courses of study is considered a unit. The module is a special
kind of unit which holds a number of credit points gained
according to the European Credit Transfer System (ECTS) if
the module is passed [5]. A module may contain courses,
which again are special units. The course holds an amount of
workload in hours per week which is interpreted as the time
of attendance for students and teachers. It is assumed that a
course always lasts for one semester which, up to the
knowledge of the authors, holds for every German
university. If a course spanned more than one semester it

regulation

children

—.|

parents

prerequisites

\l/*
L

ion [

CourseOfStudy |<>—| Regul

1 *

*

nOutOf : integer

A

Module Course

would be split up into several continuously numbered parts
like “Basic Mathematics I” and “II” and offered in different
semesters.

The model allows for two very simple rules: prerequisites
for a unit and choices. Each unit may reference others that
must be attended before the unit because e.g., it requires
knowledge gained in the other units. Generally, the hierarchy
of units is interpreted as connected neither by “and” nor by
“or” operators. That means that for a unit containing two or
more others some of these child units are expected to be
attended. For modeling explicit choices instead, the noutof-
attribute may be set, which means that exactly n out of all
child units need to be attended by a student.

It is assumed that every student is registered for exactly
one regulation. Students registered for multiple regulations
(and therefor enrolled in multiple courses of study) at the
same time do not raise a problem but they cannot be
supported. However, this should be an acceptable restriction
as studying multiple independent courses of study is a rare
case.

The actual teaching offer per semester is modeled by the
right half of Figure 1. It states that a course mentioned in a
regulation may be offered in a semester. A course offer in
turn consists of at least one session which involves at least
one person usually in the role of a teacher.

This model is, at the best of the authors’ knowledge and
experience, in line with the respective models of major
commercial university management solutions. Therefore, the
approach can be simply integrated with these systems.

B. Time, Space and Planning

There is only one valid planning at a time. A planning
consists of allocations while an allocation assigns a session
to a certain room and a certain time. The solution is not
bound to a specific optimization model and time granularity.

Person

offer *

*

Session

CourseOffer

1..*| duration : integer

1

planning]

* 1 *
Semester

credits : integer

workload : integer

time

Allocation

4' WeeklyRecurrence l—[>| Time | | Room |
1 \l/ 1
Weekday TimeOfDay
MONDAY hour : integer

minute : integer

Figure 1. Domain model for capturing regulations, teaching offers and plannings
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As a result, time is represented absolutely and technology-
agnostic within the data model. Time may be a single event
(not shown) or a recurrence rule. In the most frequent case,
sessions will occur weekly. Simple weekly recurrence rules
may be modeled as shown in the lower half of Figure 1.
There is an event with a certain duration recurring every
certain weekday at a certain time of day. Of course, these
rules quickly become complex as an event may only occur
every second or third week and there may also be gaps
within the rule but we concentrate on the simple case for
now.

V. DERIVING SESSION CONFLICTS

A simple perception of collisions and conflicts is used:
two sessions “conflict” if they must not overlap in time. If
two sessions conflict and overlap, they “collide” and render a
timetable either unfeasible or worse than another.

There are the usual trivial cases of two sessions
conflicting that most approaches support and that may easily
be determined. Therefor two sessions are conflicting if

o they take place in the same room or

e they involve the same teacher.

Determining whether two sessions are conflicting from
the students’ point of view, however, is nontrivial and, up to
the authors’ knowledge, not supported by any existing
solution (if not provided to the system a priori). From the
students’ point of view, two sessions are potentially
conflicting if

o they are offered in the same semester and

e there is a regulation containing both of them and

e there is at least one “path” allowing for attending

both of them.

In short, they conflict if there is potentially at least one
student attending both of them while following his or her
regulation.

For illustrating the principles of deriving conflicts from a
regulation, imagine two exemplary regulations shown in

Figure 2.
rl : Regulation 3 r2 : Regulation

: Unit 3
' m3 : Module
'

nOutOf = 1

—| m1 : Module | | m2 : Module |

]
c3: Course [

'
'

c4 : Course |; | ¢5 : Course
'

==

c2 : Course

Figure2. Object model for two exemplary regulations
Regulation r; consists of a section containing two
modules from which one has to be chosen. Each of the
modules contains two courses. Course ¢, has c¢; as a
prerequisite which means that c; has to be attended before c,.
Regulation r, reuses module m; and contains another module
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ms. Module mj; reuses course ¢z and contains a further course
cs. This degree of reuse between regulations is typical for
modular interdisciplinary courses of study at the university.
Figure 2 shows the resulting object graph for the example in
the form of an object diagram.

A. Semester-specific Representation of Regulations

Now, assume that during the considered semester there is
one session s; offered for each course ¢;. For being able to
operate directly on sessions, the object graph depicted in
Figure 2 is reduced to a specialized representation of the
regulations shown in Figure 3. This representation may be
efficiently computed when using adequate representations of
hierarchical data like nested sets [6] on the storage level.

Figure 3. Alternative representation of the exemplary regulations

This form reveals the interpretation of the regulations.
For regulation r; the two paths are connected by an
exclusive or while for r, all sessions are just grouped. The
empty node is interpreted neither as or nor as and because
this part of the regulation is considered “under-specified”
meaning that potentially all of the sessions are attended by
the same student.

B. Local Conflict Handling

Initially, it is assumed that all sessions within a regulation
are conflicting. This results in the two conflict graphs in

Figure 4a for the two regulations.
=
e

N
Gy

Figure 4. Local conflict graphs resulting from the regulations

Other student-aware approaches would be finished at this
point. But now the exclusive or-connector between the two
session groups in regulation ry is interpreted. It can be safely
assumed that if a student has to choose between the two
directions there will never be a student (registered for this
regulation) attending both of them. So the according conflict
edges may be removed which leads to the graphs shown in
Figure 4b. At this point, it becomes clear why this step has to
be performed regulation-locally. There could be another
regulation where the modules or courses are reused and no
exclusive choice has to be made between them. Actually,
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regulation r, also contains s, s, and s; but without a choice
so the conflicts must not be removed there. The meaning of
the two graphs in Figure 4b now reads as follows:

e there may be at least one student enrolled in r; who
attends s; and s, in this semester and at least one
who attends s; and s, and

e there may be at least one student enrolled in r, who
attends sy, S,, S3 and ss in the respective semester.

C. Global Conflict Handling

The individual conflict graphs of the regulations can now
be merged to one graph for further steps. The set of vertices
of the global graph is the union of the local sets. It contains
an edge if any of the local graphs contains it. The result for
our example is shown in Figure 5a. Note that some of the
edges removed due to the exclusive or are restored after the
merge.

Figure 5. Global conflict graph resulting from the regulations

Further edges may be removed by interpreting the
prerequisites of a unit. Figure 1 shows that a unit may
declare other units as its prerequisites which means that these
units must be attended by a student before the unit. This is a
global relation which does not depend on regulations and
may not be altered by them. As it is assumed that units span
at least one semester, it may be inferred that if a unit is a
prerequisite of another one then there will never be a student
attending both of them in the same semester and there is no
conflict between them. In the example, course c¢; is a
prerequisite for c,. This has been projected to s; and s, so the
conflict between these two sessions is removed leading to the
final conflict graph shown in Figure 5b.

Please note that by interpreting only very simple
properties of the regulations, the number of conflicts has
been reduced by almost 40%. Due to fewer conflicts, the
optimization procedure now has more degrees of freedom
and a better planning becomes possible.

VI. INTEGRATING AN OPTIMIZATION ENGINE

After the potentially conflicting sessions have been
identified, the task can be reduced to a general optimization
problem. This general problem known as university course
timetabling may now be solved by one of the numerous
approaches mentioned before [7]. For the solution to be
independent of the chosen technology, the information
necessary for optimization is translated to a planning model.
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The model constitutes a (not necessarily feasible) solution of
the problem and contains information needed for
implementing constrains like, e.g., [4]:
e impartible teachers: a person may only be involved
into one session at a time
e impartible rooms: there must be only one session
taking place in a room at a time
e room capacity: the expected audience of a session
must not exceed a room’s seating capacity
e timetable compactness: there should be no time gaps
within a planning
e room stability: when assigning a session to another
room, the distance to the original one should be
minimal
e session conflicts: conflicting sessions must not
overlap in time
Figure 6 shows the core of the planning model. The
underlined properties of an allocation (room and s1ot) are to
be changed by the solver during optimization.

SessionConflict

left | 1 1

right

Session

teachers
duration : integer

expectedAudience : integer

1 | session
Room Allocation
room
longitude : double 1 slot : integer
latitude : double fixed : boolean
seatingCapacity : integer ‘

Configuration

numberOfSlotsPerDay : integer

Figure 6. Planning model for communicating with a solver

For the current prototype, a solver implemented on the
basis of a linear programming method is employed but it is
important to note that the solution is not bound to any
particular optimization algorithm or engine. The solver
backend is completely exchangeable by design. This is a
crucial point because high performance solvers for large real-
world problems and the accompanying hardware usually
impose significant costs. With an independent solution the
decision for an appropriate licensing model can be made by
the university individually and even custom developed
solutions may be easily integrated.

VIl. SUPPORTING INTERACTIVE PLANNING

It has been illustrated how to infer conflicts for students
between teaching sessions. In the following, it will be shown
how these information serve as the basis for a “student
dimension” and enable a comprehensive planning user
interface.
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Figure 7. Planning process supported by the user interface

Course scheduling is a highly political topic not only in
Germany [8] involving a lot more aspects than the ones
currently modeled in university management software [9]. In
[3] the authors actually complain that “practical course
timetabling is 10% graph theory, and 90% politics” [3].
Therefore, we argue that course scheduling must be a semi-
automatic process that can only be successful when
combining the users’ knowledge with a decision support
system. Figure 7 shows a BPMN representation of the
planning process skeleton as our interface supports it [10].

First of all, a planning is selected for editing. This may be
an already valid and published planning or an intermediate
sketch. The step that surely makes the highest demands on
the user interface is the review of the edited planning. The
human planning authority needs to capture information on all
the eventual collisions like:

e aroom is occupied multiple times

e aroom’s capacity is exceeded

e sessions involving the same teacher(s) overlap

e sessions potentially attended by the same students

overlap

In order to support these aspects, we have designed an
innovative  resource-time-view. It arranges  session
allocations on a resource-time-grid. Allocations are colored

according to whether they do not, potentially or certainly
collide with others. Colliding sets can be quickly identified
by hovering over them. The view is implemented as a
JavaServer Faces component so that it can be used within a
Java EE environment, a standard platform for business
applications. In addition to that, it is fully amenable to the
top three recent browser technologies. Figure 8 shows the
detail of a screenshot taken from the view in action.

If the planning turns out to be feasible it may be
published and made the valid planning, if not the process
may just be aborted and deferred or the semi-automatic
editing phase may be entered. For manual editing, the
planner may move allocations directly in time and space per
drag and drop. Of course, this manual planning is only
intended for small easily manageable changes of the
schedule. If greater numbers of sessions should be moved the
planner may resort to the automatic planning of partial
timetables. For this to accomplish, he/she selects the sessions
to be moved by clicking on them and triggers the
optimization. The sessions are moved and the resulting
difference is visualized by arrows and can be applied to the
edited planning afterwards.

Di M
810 10 12 12 14 14 16 16 18 18 20 810 1012

Edited Planning: | S5 2011 (28.07.2011, 6250) [=] | Refresh View || Optimize Planning |
Mo
810 10 12 12 14 14 16 1618 18 2
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582 |
S84 |
521 |
HE | |
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Figure 8. Screenshot of the interactive planning view
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VIIl. EVALUATION

A prototype of the solution has been integrated with the
system landscape of the University of Bayreuth. Regulations
are provided by the FlexNow examination management
system [11]. Organizational and facility information as well
as course information are provided by the HIS LSF system
[12]. The prototype is currently being evaluated by the
central room planning bureau of the university. The next step
consists in making the results available to other universities.

IX. RELATED WORK

Most research effort is spent on the autonomous
optimization of generally acknowledged “standard”
problems like, e.g., post enrolment based course timetabling,
curriculum based course timetabling or examination
timetabling [4]. The assumption is that real world problems
of universities may all be reduced to one of these models.
However, to the best of the authors’ knowledge, there is no
approach that examines whether the optimization can be
simplified or improved if further knowledge like regulations
is provided.

There are only very few approaches to interactive
university timetabling. In [13], Piechowiak and Kolski
present an interactive system supporting a resource-time-
view adaptable to the needs of different kinds of users
(namely the “designer”, the “analyzer” and the “consultor”).
Like others [14], the approach is based on a model that
relates students by fixed groups. This grouping must be
made available to the system a priori in the form of syllabi
which are usually not available in universities. Besides this,
the system is bound to a specific solver technology.

Though the solution presented in [15] supports
interactive timetabling, it is based on an inappropriate school
model of students arranged in classes. Moreover, it does not
provide a comprehensive view on time and the resources
involved. It is also bound to a specific solver
implementation.

X. CONCLUSION AND FUTURE WORK

In this paper, it has been demonstrated how information
gained  from  examination  regulations  facilitate
comprehensive interactive university course timetabling. It
has been explained how to model these regulations in a way
so that the information can be gathered from adjacent
university management solutions. By the use of a lifelike
example, it has been showed how to prepare the information
for a generally acknowledged and well examined timetabling
problem. The obtained constraints were used to integrate an
optimization engine in a technology-agnostic way and to
enable a highly productive user interface supporting human
planners.

The authors are currently investigating how further rules
within regulations can be employed for reducing student-
related conflicts. They also concentrate on the weighting of
these conflicts based on the expected number of students
affected. Furthermore, the solution is currently extended on
the planning of non-weekly events like block courses and
conferences held at the university. These events must be
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planned on the basis of the weekly teaching events because
they must not collide with it. In parallel to these aspects, the
aim is to evaluate the approach at other universities.
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Abstract—This research investigates the utility of adopting a
controlled vocabulary approach to bookmark management. An
initial user survey conducted for this research has shown that
just over half the population use bookmarks to save important
websites and that 75% of these people use up to three sub-
levels only. The bookmark facility within all current web
browsers is therefore underutilized and the argument that
users need and want greater freedom and flexibility to create
their own unique file structure is disputed. We conclude that
users need a simple, logical and contextual system of bookmark
management which complements their daily lives.

Keywords - controlled vocabulary; bookmark management; web
browser; information search; information retrieval.

l. INTRODUCTION

Personal file management has become significantly more
important as the daily amount of digital data we view and
store on our computers, smart mobile devices and web
browsers increases. The familiar concept of the hierarchical
file system allows us to group our important information in
an organized tree structure, i.e., the use of folders, referred to
as directories within folders. Folders (directories) normally
include other possible sets of files or sub-folders
(subdirectories). This is useful for desktop organization and
bookmark management in relation to relevant topics and
information.

Nevertheless, the usefulness and efficiency of the
hierarchical file system has been debated over the last few
decades [1-3]. Bloehdorn and Volkel (2006) stated that
current file systems are problematic (with their single
location ascribe) to browse to maximum specificity (retrieval
needs the exact directory), miss-orthogonality (all orthogonal
dimensions being forced into one access path), path order
dependence (contrast to the directories seen as independent
attributes), have no query refinement (no list of relevant
directories to search), and have no navigational aid (no
indication of the content of subfolders) [4].

In Section Il, we will discuss the related work with
particular references to controlled vocabularies. Following
this section will be data on a preliminary user study. A
discussion of the initial findings, analysis, and conclusions
follows on from this.
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Il.  RELATED WORK

Tags, also known as metadata, have been widely used
within Web 2.0, and serve as labels to be easily-identified in
information retrieval tasks. Successful examples include
del.icio.us [5] , the social bookmarking website, Flickr [6]
for image collection and YouTube for video collection.
Compared to the inflexible, one-way system of the
hierarchical file system, a tagging system gives the user a
great deal of freedom to mark their wanted items, which
could be multiply-tagged. Especially popular, is the social
and collaborative sharing of information, also known as
Folksonomy [7]. Websites with a large collection of text
listed tags in alphabetical order (normally) shown as tag
clouds are helpful for browsing and searching by their
various fonts, size and colour. A successful social tagging
website like ‘43 Things’ is an example. Nevertheless, users
may create thousands of tagged items and end up spending
more effort on sorting and finding the tags that are needed.

A. Controlled Vocabularies Applied to IT

In contrast to the concept of Folksonomy, which is an
informal and liberal collaborative tagging system, a
controlled vocabulary is a restricted system of textual tags
normally used for large datasets. Examples include the
Library of Congress Subject Headings (LCSH) [8], the
European Patent database [9] and the Yellow Page
phonebook. For example, the International Patent
Classification  (IPC), established by the Strasbourg
Agreement 1971 [10], provides for a hierarchical system of
language independent symbols for the classification of
patents and utility models, according to the different areas of
technology to which they pertain. In total, this consists of
eight main subject headings under which every patent

application has to be categorized [11]. These are listed below:

Section A — Human Necessities

Section B — Performing Operations, etc
Section C — Chemistry; Metallurgy
Section D — Textiles; Paper

Section E — Fixed Constructions

Section F — Mechanical Engineering, etc
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Section G — Physics
Section H — Electricity

The purpose of controlled vocabularies is to classify the
terms such as words or phrases defined by experts or
authorities in order to make retrieval performance more
efficient. However, it requires a certain level of preciseness
in the interpretation of the terms. It is common that users
experience a familiar situation, whereby they conduct an
online search by typing in keywords which may have a more
general and broad meaning, and might therefore come up
with a long list of irrelevant or unwanted information. A
successful performance when using a search engine normally
relies on the individual user’s capability as to whether he or
she could select the appropriate keywords or not. Controlled
vocabularies are thus generally applied to thesauri,
taxonomies and ontology [12].

Several researchers concluded that people’s capability of
categorizing information is cognitively difficult [13-16]. It
has been stated that human’s ability to categorize is hard to
identify and is definitely not in a strict hierarchical structure,
but shall be assumed to be more fluid and flexible [17, 18].
File systems, rigorous hierarchical mechanisms, such as ‘My
Documents” and ‘My Favorites/Bookmarks’ have been
shown to have the usability problems of usefulness and
appropriateness, including filing management, document
organization, and document retrieval [2, 19-22].

Several attempts to use different approaches to replace
the standardized hierarchical system have provided solid
results in previous research. Barreau and Nardi (1995) found
that people prefer to use location-based search and visual
grouping, rather than complex data structures [1]. Gifford,
Jouvelot, Sheldon, and O’Toole (1991) employed an
associative attribute-based approach to access files and
directories by semantic indexing, and proved to be more
effective than the hierarchical structure [23]. Dourish et al.
(2000) implemented a property-based approach to amend the
traditional file system’s problem with a uniform framework

[2].
IIl.  PRELIMINARY USER STUDY

In order to gain an understanding of user behavior, with
regards to the use of current file systems and browsing
patterns, a preliminary study was conducted online via an
academic-based social blog in August 2011. The recruitment
of participants aimed for experienced computer users, in that
they could provide more insightful views according to their
intensive usage on task performances such as searching,
browsing and organizing information. There were a total of
60 participants, consisting of 37 females (62%) and 23 males
(38%). Their age was between 18 to 25 years old, with 50%
of them being aged 20 years old (see Figure 1).
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Figure 1. Age range of participants.

The group consisted of 88% of the participants who were
University students, 10% from graduate schools, and 2%
with a senior high school degree. In terms of computer
experience, 33% of the participants had 10-12 years of
experience, 22% with 8-10 years, 17% with 14-16 years of
experience, and 12% with 12-14 years of experience (see
Figure2).

Computer Experience of Participants
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- |
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Figure 2. Computer experience of participants.

In terms of their Internet usage, 28% of the participants
spent 6-8 hours, a further 23% of the participants spent 4-6
hours and 8-10 hours, and 12% participants who spent more
than 12 hours a day online (see Figure 3).

Daily Internet Use of Participants
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Figure 3. Daily internet use of participants.

The majority of the participants (93%) did search for
information from their Bookmark folders, whilst only 7% of
the participants did not. There were 83% of Bookmark

91



ACHI 2012 : The Fifth International Conference on Advances in Computer-Human Interactions

folders who had less than 50, 13% who had 50-100 folders,
and 3% who had 100-150 folders (Figure 4).
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Figure 4. Bookmark folder use.

With regards to the type of computers used, there were
83% PC users, 7% Mac users, and 10% users who used both
PC and MAC. 73% of participants use Google Chrome as
their default browser, 15% with IE, and 12% with Firefox.
Most of the participants had installed the latest versions of
their browsers: 60% with Google Chrome 13, 12% with
Firefox 5, 10% with IE 8 and 9. Nevertheless, there were
18% of the participants who did not know the version of
their browser.

In terms of the use of Bookmark sub-folders, it was
found that 53% of the participants did use them, and 47%
who did not use them at all.

With regards to the maintenance of folder levels, 20% of
the participants used 3 levels, 13% used 2 levels, 10% used 4
levels, 7% used only one level, and 3% used 5 levels (see
Figure 5).

(of the 53% that use sub-folders)
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Figure 5. Levels of bookmark sub-folders in use.
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IV. DISCUSSION OF INITIAL FINDINGS

From the outset, it was a desirable goal to have even
numbers of male and female participants. However, the
study was conducted online and therefore the researchers
could not foresee or manipulate the numbers from the
participants, since it was freely available 24-7. The vast
majority of the participants were university students.
Although 10% of the participants were from graduate
schools, they were studying related digital media subjects. It
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is important to note that they are dependent on computers, in
that computers are the essential tools for their future career
prospects. It is surprising to note that even in a group of
young people such as these; one third of the participants had
10-12 years of computer experience which corresponds to
the prevalence of Internet boom back in late nineties. It was
found that about 75% of the participants spent between 4-10
hours/day using the Internet, which indicates the strong need
for information and communication tools. It is not surprising
that the PC is still dominating the market. However, with the
latest popularity of multi touch devices like the iPad, it is still
hard to tell when these will filter down to common use. With
the recent trend for using smart phones, it was not surprising
that 30% of our survey used one; there were 20% of the
participants who used the HTC android platform, compared
to 7% for iPhone users and 3% for Blackberry users.

A surprisingly high number of participants (70%), used
Google Chrome as their default browser (even the Mac
users); this indicates the advantage for web browser which
are integrated within powerful search engines. Most of the
participants kept up-to-date with the latest versions of their
browsers, which also reflect their fast adaptation to the
newest technology available. The frequency of using file
systems under Bookmarks to search for information and files
proved that the vast majority of the participants were indeed
making efforts to organize their data. However, a majority of
the participants managed their files into less than 50 folders.

It is interesting to note that 47% of the participants did
not use sub-folders to organize their Bookmark files into
more refined levels even though they created main folders to
store information. Furthermore, 75% of the participants who
used sub-folders managed to organize their personal
information using 3 levels or less. This suggests that the
current file systems that give almost unlimited creation of
folders and sub-folders are perhaps unnecessary, because
they are not well utilized by users who may either not want
to make much effort on sorting their database, or may be
aware that they might not be able to retrieve their desired
information efficiently. Even high tech users find it difficult
to manage the overwhelming data tsunami which hits us all
on a daily basis; resorting to either not bookmarking or
bookmarking without using folders and sub-folders.

A. Limitations of the study

This study can be criticized for only having a small
number of homogenous participants and an uneven balance
of genders represented. However, it is important to note that
all the participants were studying multimedia design relevant
subjects which require professional skills within several
advanced software, as the aim of this study was focused on
the experienced computer user.

Furthermore, this study was conducted via an online
process and offered no cash in return for participation;
therefore it was hard to manipulate the exact even numbers
of both males and females compared to a lab-controlled
setting environment. It is interesting to note that the majority
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of participants were aware of the traditional hierarchical file
system and did use them. However, nearly half of the
participants did not create any sub-folders. Either they did
not have a habit of organizing information or they thought
that the traditional file system structure might not be helpful.

Traditional file system structures (developed by IT
specialists) have existed for several decades and provide
unlimited freedom for creating files and folders for users to
organize their personal information. Based on our findings,
three quarter of the participants used files and directories
only up to 3 levels. This suggests that the current
bookmarking system with 255 levels may be overly complex
levels. This could be made simpler and more intuitive in
terms of categorization via controlled vocabularies.

The purpose of getting online is mainly for searching,
socializing and communication. Users may not appreciate
the hierarchical filing system as others do. Moreover, it
requires a lot of time and effort in organization information
and does not guarantee users could successfully retrieve their
required data when needed. Therefore, if we take this notion
further, it would be a better idea to find an adequate
approach to make the existing file systems into a simplified
and deductive knowledge repository.

V. CONCLUSION

Based on our literature review, together with the results
of the preliminary study listed above, several usability
problems have been identified. The elements in need of
improvement are: categorization, optimum levels of sub-
folders, ambiguity of the use of vocabulary and contextual
user mental models.

It is anticipated that if we could make the filing system
less complicated and less strict, it would encourage users to
be more willing to organize their information under such
architecture. It is not our intention to replace the existing file
system, but rather to offer a fresh perspective in visualization
and user interface design.

The use of controlled vocabularies to assist in structured
information storage and retrieval tasks looks to be promising,
yet due to the natural ambiguity of descriptions of any
specific term or object, it may appear not sufficient enough
to achieve adequate understanding of precise meaning.

From an analysis of people’s daily lives, further work is
proposed to use a controlled vocabulary, which is divided
into four primary facets, i.e. Work, Home, Travel, and
Health. These could each further be broken down into a
secondary level of say ten sub-categories. The use of these
primary and secondary facets could help users reduce
confusion and simplify the procedure when they organize
their web information using bookmarks.
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Abstract— The access to current and reliable maps and datés
a critical factor in the management of disaster sitations.
Standard user interfaces are not well suited to pnade this
information to crisis managers. Especially in dynant

situations conventional cartographic displays and muse based
interaction techniques fail to address the need toeview a
situation rapidly and act on it as a team. The devepment of
novel interaction techniques like multi-touch and &ngible
interaction in combination with large displays provdes a
promising base technology to provide crisis managsrwith an
adequate overview of the situation and to share reVant
information with other stakeholders in a collaboraive setting.
However, design expertise on the use of such techoes in
interfaces for real-world applications is still verly sparse. We
are, therefore, conducting interdisciplinary reseach with a
user and application centric focus to establish rdawvorld

requirements, to design new multi-modal mapping irgrfaces,
and to validate them in disaster management appli¢®ns.
Initial results show that tangible and pen-based iteraction are
well suited to provide an intuitive and visible wayto control

who is changing data in a multi-user command and cdrol

interface.

Keywords-post-WIMP  user interfaces; natural user

interfaces; mapping; geo-visualization; multi-touch interaction;
pen-based interaction; tangibleinteraction
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analyze. For example, even if the required inforomatan
be collected, crisis managers are still faced Withneed to
cope with large amounts of data that needs to beegsed in
order to guarantee successful operations.

Existing work on post-WIMP (Windows, Icons, Menu
Pointer) user interfaces has largely focused on the
development of base-technologies and individual
visualization and interaction techniques. We comglst
this work using an approach that starts with thgliegtion
and focuses on user centered design (UCD). Inpiloisess,
we use close collaboration with end users to dstabl
requirements, to examine new concepts in data sisaind
presentation and to validate the newly developedr us
interfaces. With regards to user interface tectesguve are
working both on the technology level and on theriface
level. At the technology level we develop new nmudtdal
interfaces, incorporating advanced techniquesri@raction
and information. At the interface level we providéerface
solutions to real-world problems, specifically coamd and
control interfaces with advanced multi-user cajiidsl.

In this paper, we initially review related work ¢Jen
II.) and then introduce our design approach (Sectib).

The design of our multi-modal system for disaster
management is detailed in the following sectionartiag

with the requirements (Section IV.). According taro
hierarchical design approach these requirements are
addressed by base technology components (Sectipn V.

Our goal is to improve the management of largeescalWhich are then combined into the complete systezutitn

disaster situations and complex emergencies byiginay
crisis managers with an interactive mapping systeahaims
to improve their effectiveness. Crisis managergroftack
access to vital information. With digital map reposes and
the proliferation of new sensors the problem ingiregly
changes from one where information is missing t® where
the required information is too difficult to accessd
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VI.). Our experiences and initial feedback from ¢mel-users
are reviewed in section VII. Finally, we draw chusions

from the design and evaluation process and proede
outlook on future work.
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Il.  RELATED WORK address the existing real-life-workflows of disaste

Most relevant data in disaster management areatiasp Management organizations like fire departmentsjceol
nature (environment, location of resources) and kegp medical services, etc. While interactive crisis agament
challenge is to effectively integrate and unify tidadata °2S€d On new interaction technology is regarded as
from different sources. Geographic Information Syt promising [6], its adoption is limited because sleal tools
(GIS) are well established to deal with the acgoisj K€ Pens and paper, paper-maps and plastic labelproven
storage, analysis and presentation of spatial dath are and failsafe. A study of the potential use of mtdtich
established tools in the management of crisis tsitos in Fabletc_)ps by the Dutqh research  institute TNO [13]
many agencies. Challenges arise in the user interfne Nvestigated some possible uses of large scaleattee
integration of data and the integration with otsgstems. diSPIays to provide effective assistance for deoisnaking
While the integration of static geo-data from diéhet during a disaster. It investigated in which deparits such
providers is addressed by initiatives like INSPIRE, a devices could be used, which workflows can be majzmei

special challenge remains due to the fact that-bagidwidth which not. The study shows that even casual usersise a

sensors acquire much data in a disaster use-cake ime  (@pletop without much learning effort and that iasw
of use that is difficult to handle, analyze andspre. effective in supporting collaborative work. The dstualso

In addition, a crisis management system must atso bidgntified some problems in the specific systemigiesBy
able to handle different types of imprecise and-digital using a user centered design approach from theniiegi

data sources that arise in typical emergency st we aim to avoid similar problems in our system.

A critical factor in the management of disastenations l. DESIGNAPPROACH
is the access to current and reliable data. Nexe@s like ] )
infrared cameras, LIDAR [11] and SAR [3] allow tapture A user centered approach is essential to develapuser

geo-spatial data when and where required, e.¢hgitase of interfaces that realize the benefits of techno®diee post-
SAR irrespective of weather-conditions and visipilikey ~ WIMP user interfaces. In our project, we collaberdirectly
challenges are the control of such sensors anitibgration ~ With the German Federal Agency for Technical Relief
of such geo-spatial sensor information into a srisi (Technisches Hilfswerk/THW) and draw on previous
management system. Especially in dynamic crisigsins, coIIa_boranns with fire flghters to adjust to reabrid
conventional displays interaction techniques failaddress requirements [10]. To design and develop the systeen
the needs of crisis managers. Similarly, currentS G| required an approach that takes both the requiremen
interfaces are not well adapted to use “in thedfieThe large scale software engineering and usability rexgging
extension of GIS with novel techniques for realdimata INto account, while being adaptable to new and dtgpi
handling and advanced interaction techniques isetbee ~ changing base-technologies on which little desigpeetise
required. In the recent years, multi-modal usesrfates and 1S available. Several approaches have aimed tayratte
post-WIMP interfaces have seen a rapid developmengoftware engineering and usability engineering vies,
especially the emergence of so-called natural inserfaces ~ €ither at the abstract overarching level of statglgserving
(NUI), sometimes referred to as reality-based augon @S a framework to ensure consistency, compatipility
[12]. While many NUI techniques have been demotestran ~ €xchangeability, and quality), the level of processdels
research, the design expertise on the use of satimijues  (Providing an organizational framework) or the apiemal
in interfaces for large real-world applicationseliklisaster ~Process level (direct prescription of activitieSpr a detailed
management is still very sparse [7]. For the sisfoks discussion see [9]. For our purposes the leveltaricards
application of NUIs, it is therefore essential ttegrate Was to abstract to provide useful guidance and gws®s
contributions from a number of different researcieas described at the operational level did not take specific
within a user centered design process to adequstilgort ~ 'eéquirements (especially handling new and immahase-
users of disaster management systems. technologies) into account. Therefore, we startedtha

A key aspect is an up-to-date and reliable pretientaf ~ Process model level, using the ISO standard 1340w (
the geo-spatial environment. In the past this feebnostly 'eplaced by 9241-210:2010) as our base, and deiaved
presented by (digital) maps, but advancing teclgietoin  iterative opera}tlonal process from this (Figure 1). .
sensors, displays and interaction devices enabke th AS our project involves stakeholders from manyetiht
integration of real-time data and the use of nespldiys and ~ disciplines, it was essential to provide an adegjumental
output devices to provide both mobile users (ergscue model not only within the applications user integfdfor the
forces) and decision makers with more adequate us&ers), but also for the stakeholders in the devetmt
interfaces. A central challenge is to adequategpadhese Process (end-users, domain experts, experts fdereift
emerging technologies to geo-spatial informatiogaiA itis ~ Pase-technologies, designers, developers). We have,
possible to draw on previous research, e.g., itogeaphy, therefore, structured an iterative design procesa three
navigation and geo-visualization, but this has ecadapted, level hierarchy (Fig. 1).
integrated and validated in the application context The base-technology level covers the hardware and

Some earlier research has been conducted in fldeofie  SOftware to enable an interaction or visualizatiew,, for a
disaster management that addresses technologposdor multi-touch device this would cover the sensors and

collaboration and coordination. However, few system a@ssociated processing to detect and process thkemwf a
user. In a project dealing with immature base-tetdgies it
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is useful to decouple this development into a sepdevel,
as many iterations or even changes in the basedbxyy
employed (e.g., capacitive, resistive or opticalltiauch
technologies) may be required.

Process Planning
Context Spec.

Evaluation

application / pragmatic
(Level 3)

techniques / semantic
(Level 2)

basetechnologies / syntactic

(Level 1

Reqg. Analysis

Design

Figure 1. Hierarchical iterative design process based on13@37

The second level covers individual interaction an
visualization techniques. These employ the
technologies to effect a useful task within therusterface,
e.g., for a multi-touch device this could be theognition of
a specific touch-gesture. Again, it is useful tpagate this
design and development to achieve re-usable comgmra
mature environments this is typically not requiteetause
mature techniques are provided.

The third (application) level integrates different
techniques from level 2, to construct a functionaler
interface for the application. A similar layering applied to
the data handling parts of the system.

Within the design process, the different activities
correspond to common practice, specifically:

Context of use
User requirement (definition of scenarios, ideatfion
of requirements, definition of appropriate measures

prototypes to implementation),
Evaluation (analysis of requirements, review ofigies,

tests of prototypes, and evaluation of the complete

system).

IV. REQUIREMENTS

The requirements elicitation and analysis is cotetlias
an iterative, on-going process. We were able tddbaon
experience from previous projects with firefightensd the
German Federal Agency for Technical Relief (THW).
Existing studies on disaster management were aissutted
to provide additional background information.

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-177-9

base-

Production of design solution (from scenarios over

Figure 2. Observed THW exercises

However, the most important insights were deriveanf
interviews, workshops and on-site training exegise
conducted with disaster managers and techniciaos fr
THW. During training exercises we were able to obsd¢he
experts in their real work environment (Figure 2).

In order not to interfere with the exercises wediled
video cameras and microphones in the operationtgrcand
recorded the course of events during the exerBiased on
the recordings we were able to analyze the detdilsach
workflow. These insights were captured in scenatlceat
cover the different types of crisis situations atibir
information and command requirements, user roles
(including professionals, volunteers, local colledtors,
politicians, press, public), and operating envirents (fixed

dand mobile command centers, operations in disastezs).

A typical scenario is the management of a flooding
incident by a THW team. Tools used include papeeta
maps and special sheets, so calid@mage accouritsthat
contain summaries of local incidents and assigneitls.u
Sheets are referenced to map locations by usirlg lit
magnetic tiles. Typical activities are the creation
manipulation and spatial update of damage accounts.

These scenarios were then analyzed, to derive key
requirements at the application, task and intevactevel.

General application level requirements include:

Provide access and control to information the way
users are used to

Manage and visualize the current situation in the
field

Maintain the benefits of the established robust
workflow, that is clearly visible to all stakehotde
Easily integrate non-expert personal (e.g. local
support staff)

Clear allocation of control for critical tasks

Support for information sharing

Separation of situation display and planning

Data interface with OGC standard and commonly
used non-standard data formats

Enable the integration of imprecise and non-digital
data sources

Provide understandable presentations for different
user groups (expert, local collaborator)

Enable fast and easy communication and sending of
commands to mobile units in the field

Enable integration of software tools that allow a
more efficient processing of recurring tasks
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Expected additional benefits for a new system itheiu
e Seamless and scalable map display
e Support for rich media presentations of information
* Selective use of information layers

surface and the image is projected on the top caitig two
mirrors. For finger-tracking FTIR (Frustrated Totaternal
Reflection) is applied and objects on the surfaestiacked
using combined DI (Diffused lllumination). The cammen
the bottom of the table is equipped with a corresigtg IR

- Support for geo-referencing of units and incidentsfilter and is connected to a tracking PC that agspthe filter

and automated transmission of coordinates
« Integration with existing GIS systems
* Access to real-time sensor and location data
« Information filtering and spatial analysis function
e Support for private workspaces
* Combination of co-located and off-site interaction

e Ability to distinguish between different users;

traceable interaction

The requirements analysis revealed a number o$ doea
potential improvements and indicated the need for
collaborative visualization and interaction envirgent.
Natural user interface technologies like multi-tou@ngible,
gestural and vocal interaction seems promising, thair
suitability and usability must be confirmed. To @msthat
the interaction remains coherent and “natural”dhsign of
the system must ensure that users develop and aimaiat
suitable mental model of the system in operation.

V. BASE-TECHNOLOGIES ANDTECHNIQUES

Figure 3. The useTable and it's interaction possibilitiesn(paulti-touch,
tangible puck)

and tracking algorithms. The projection surfacedsipped
with an antireflex diffusor sheet that enables pased
interaction by using Anoto digital pens [1, 2].

On the software side, a new detection and tracking
framework for advanced interaction using a deptisieg
camera [6], called dSensingNIl, was developed. The
dSensingNI framework is capable of tracking usegdrs
and palm of hands, which enables precise and addanc
multi-touch interactions as well as complex tarmibl
interactions. For tangible interaction arbitrary ygical
objects can be used to control interaction. Usimg depth-

@ensing camera, physical objects can be used irmoom

(2D) actions, such as placing and moving, and &ls8D
actions, such as grouping or stacking. The deptkisg also
allows extending the multi-touch interaction to eutyj
surfaces without the need for integrated logic semnsors.

Combing RFID chips and depth-sensing cameras we are
able to identify and track the persons that areradting with
the useTable. This allows applying different fuactility to
different users based on their roles during therattion, a
central requirement not addressed by off-the-shetwtti-
touch tables.

Using the useTable and dSensingNI as base teches]og
a number of different interaction and visualization
techniques have been implemented. These technénadse
experiments with users, e.g., to study the uswgbilit
differences between touch input, pen-input and ube of
interaction-objects. A key advantage of the intévec
display in the disaster management applicatiohésability
to rapidly switch between different maps and map
representations. Using a layer concept differenpsnand
additional information (e.g., airborne imagery) denmixed
while maintaining the established workflow. The emdion
of the \visualization beyond map-display allows
experimenting with integration of derived inforneati(e.g.,

As described previously, we address the design angdanger zones, uncertainty) as well as task deperdap
development at three hierarchical levels. The s#par generalization and highlighting strategies.

consideration of the base-technology and interactio

Insights from these studies are used to guide the

visualization technique level allows to change basedevelopment at the base technology level. For elgmp

technologies during development (if required) amddvelop
interaction and visualization techniques that camdused.
As the central hardware component for interactiod a
visualization we build on the ‘useTable’ [14], aXible
visualization table constructed at C-LAB, that supe
multi-touch, tangible and pen-based interactionmg@ared
to off-the-shelve solutions this approach enabksouadapt
the technologies and techniques to the applicatimh does
not limit the design to the constraints of a gieardware
environment. Using the feedback collected throughbe
design process, the useTable has evolved intotaraation
environment adapted to disaster management regeitsm
The ‘useTable’ consists of a 55" display that offéull
HD image projection. The projector is mounted bémdlae

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-177-9

experience showed that in some scenarios a s#petration
between visualization of the current situation athe
planning of future actions is essential. Our desigproach
allows to adapt to these requirements by modifyamgl
extending the set of available base technologiesprovide

an intuitive separation we extended the useTalean L-
Shape display. The L-Shape employs the useTable for
planning as described. An additional wall displegsvadded

to visualize the current situation.
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VI. SYSTEM
Building on the base technologies and

functional prototype that covers the functionaligguired by
the THW to handle a regional flooding incident.

The system integrates, analyzes and presentgpétials
data pertaining to the situation. To achieve thisjtegrates
digital maps, air- and space-borne imagery and deBfain

model. The use of a 3D terrain model enables imaport

interactive analysis functions not available in traditional
setup using paper-maps, e.g., the calculation afbau of
pumps required to transport water along a spetcijectory.
According to the layering concept the system
structured into three different levels.
Essential tasks at the application level to be sttpd in

this use-case are the communication and updatehef t

current situation in the field (requirements: digpbf maps

and additional information layers; editing of damag

accounts), the planning of future actions and assign of
units (information input; communication). These turn
require appropriate interaction and visualizatechhiques.

For the visualization we started with a digital ieqlent
of the forms, signs and labels that are standatdened
familiar to the THW staff. Additional features nmtesent in
the conventional environment include the possibilib
overlay additional (geo-referenced) information elesy
dynamic changes of symbolization and the level etaill
presented, as well as the possibility to zoom, guaoh rotate
the map (Figure 3).

-

_ 0% T YN

Figure 4. Situation overview with damage acount

interactio
techniques we have implemented various iteratiohsa o

Figure 5. Editing damage acounts

In practice sessions, the digital pen also prowedéd
more suitable for marking and planning tasks thagef-
touch input, as it allows more precise input.

While multi-touch gestures for scrolling, zoomingda
rotating have become popular with smartphones abiets,
early tests revealed that these are not suitableoun
application scenario: Multiple users touching sitaoéously
(e.g., to comment) can easily lead to undesirechgd®m In
the disaster management application usually oneoper
should be in charge of the map representation, elgen
changing the data layers displayed or the map .scale

Tangible interaction ([12]) using a physical puded
Figure 2, bottom right) provides a suitable intémc
technique: The puck is placed on the useTable cifay
moving and rotating the puck the map can be tréetsland
zoomed. Since there is only one puck, it is alwegar to all
collaborators who is currently controlling the maphis
considerably enforces group and interaction awaene

Since all information is available in digital foritme
system enables simulation and planning capabilitied are
not available in the conventional workflow. E.gn,dlanning
the transport of water between two locations thstesys
provides support to calculate the number of piptices and
the number of pumps required (using a digital termaodel
for the calculation). The system improves on tlaesof the
art at all three levels - at the syntactic levelexyending the
scope of geo-spatial data-sources from static r@pards a
wide range of (dynamic) data sources, at the semkavel

On the interaction side techniques were required t®y providing analysis function and at the pragmagicel

control the system and visualization (system cdptas well
to conduct primary tasks, e.g., the creation andate of
damage account documents that capture the cuiteatien,
and the assignment of vehicles and entities toerdifft
damages in the field.

Early feedback indicated, that for editing damage

accounts the use of a digital pen (mimicking tteslitional
paper forms) was regarded as preferable to traditio
hardware keyboard or on-screen software keyboapdtin
(Figure 4).
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through a geo-visualization component that expldite
benefits of post-WIMP interaction techniques.

VIl. EXPERIENCES ANDFEEDBACK

As explained in section 3 the ongoing developmakied
place in close collaboration with the intended esdrs from
THW. In addition to formative evaluation that guwsdéhe
development we have also conducted initial testth wi
experts from the THW and also discussed the systém
members of the THW authority. The feedback has een
positive. Even small improvements enabled by tlgitali
map (e.g., switching maps while keeping the datd an
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annotations geo-referenced) caused enthusiastioness.
Process improvements enabled by having all datdigital
form (e.qg., the calculation of the number of regdipumps)
lead to significant improvements in efficiency (ie
example of calculating water pipelines a simplgvadng of
the intended connection with immediate feedbaclaogs a
manual process that required 30min with paper nzayub
required significant experience to avoid calculagorors).
Initial feedback also led to a number of interegtin
insights into post-WIMP interaction techniques. .Ewghile
multi-touch gestures for rotation and translatioe avell
established and one of the typical showcases fdti-touch
interaction, we found out that they are not appliean a
mission critical multi-user map application. Trésdue to the
potential for un-intended and
transformations and the need for traceable comméfais
other interactions (especially in temporary locarkspaces)
multi-touch gestures were found suitable. The egpee
with digital pens and tangible indicates that teegble very
natural interactions in our application context hwit
correspondingly high acceptance by users.

In future work, we aim to complement the formative

evaluations with more comprehensive user studidstests,
to study the usability of different

interaction and

the extension from the current focus on observation
(situation awareness) to analysis and predictidre digital
data enable the use of analysis functions (as elif@adpy

the pump planning) and a future extension towards
simulation/prediction could be useful, especiatlydynamic
natural disaster situations like flooding or fires.
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technology demonstrators to usable real-world syste
requires adequate tools as well as stable baspeedlecfies
and the evaluation and validation of different gasbptions.
In this paper we present an initial step in thiection with a
focus on user centered design and developmentlisaater
management application.

A promising extension of the system would be teeest
the support not only to the planning staff in tlemenand
center, but also to individual rescue workers mfield. In a
separate project (FireNet, [16]), we have conduaady
experiments with a mobile personal sensor netwonkhich
each rescue worker was equipped with a sensor (usileg [14]
Sun’s SunSpot as the basis and extending it witts GP®!
receiver and additional sensors). Integrating suciEm]
functionality within the disaster management agian
could further improve situation awareness in thenmand
center by allowing real-time tracking of rescuespaal as
well as equipment. Another area for future work a@ns

9]

[10]

[11]

[12]

[13]
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Abstract— Image search represents one of the most frequenser
actions on the Internet. Existing image search engés do not
understand the images they return, nor do they supmt
multilingualism. These issues can be addressed witlihe
introduction of a semantic layer. The semantics iencoded in
ontologies, which contain structured information alout a domain
of application. In order to provide semantic intergerability
between (multilingual) ontologies, it is necessarnto obtain
semantic correspondences - ontology alignments. \aus
strategies have been proposed for multilingual ontogy
alignment. In this concept paper, the idea of aligment discovery
based on semantic similarity of visual representatins of ontology
concept is explored.

Keywords-multilingual ontologies; ontology alignment;
retrieval; multimedia semantics

image

. INTRODUCTION

People often use Internet for querying images. tiExjs
image search engines are syntax-based, and thusotlo
understand the images they return. The resultaetsnostly
large but lack precision. Namely, a good part efrisult set is
irrelevant to the formulated query. Introductionatemantic
layer in image retrieval improves the precision rekults
obtained [1].

Current image search engines have very limited atifipr
multilingualism. Although they provide users withildy to

User queries are often composed of a few wordsefgéin
two or three words), and are too imprecise to esgptiee query
that the user had in mind [2]. Especially, it ischeo formulate
proper queries in image search [2]. In additiondigs have
shown that users tend to look only at the firstnaars pages [3].
Thus, it is necessary to obtain and rank the “tighswers first
based on a short fuzzy description.

Images, that are relevant to the formulated quearg
retrieved if a user queries in the “right” languagéus, users
have to issue queries in various natural languagesder to
obtain satisfactory results. Not all users have essary
linguistic skills to adequately translate queriesai foreign
language. Even translation tools fail to provideedqgate
translations. This results in imprecise translaitrat can lead
to even poorer set of results. For example, theeafentioned
term‘uax’ can be translated dsag’. This translation is more
imprecise than one with the tefsack’, but more common for
users who do not know English language well. Aseeigy,
this translation yields no satisfactory results.efBfore,
automatic inclusion of translation of terms in ansatically
meaningful way would provide a richer set of retei¢ images
and would lead to an enhanced user experience.

By addressing the aforementioned issues users waeild
able to state queries in the language of theircghand to get
the most appropriate image results regardlesseofaihguage
used.

Ontologies represent an economic and efficient way

narrow the region and/or language (used for imag@ddress aforementioned issues and to model semapéc

tagging/description) but that does not provide séatiory
results. In the following, some of the pressingiésswill be
presented.

Distribution of images in relation to languages nisn-
uniform on the Internet. Usually, the higher thegemce of a
language, the bigger result set is retrieved. B@ample, a
query for uax' (Serbian for'sack’) produces no semantically
valid results. Yet issuing equivalent query in Esfylproduces
a vast number of semantically valid results witlphhprecision.

In linguistics, homographs are group of words Hitre the
same spelling but have different meanings, regssdéé how
they are pronounced. Homonyms are homographs évatthe
same pronunciation as well. Word in one languageften a
homograph/homonym for an unrelated word
language — a cross-lingual homograph/homonym. Towereit
is possible for one word (in language with highersence) to
mask the other (in language with lower presenaar) ekample,
a query forfog’ (Hungarian for'tooth’) yields in images of
misty weather (because higher presence of Englsn t
Hungarian).
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in anothehvailable natural

Thus, in recent years, they have gained a largeuammof
attention and many have been developed and arilaieadbn-
line.

With the expansion of ontologies in terms of aplan
domains, the number of natural languages in whiely tvere
written grew. Thus, reasoning and mapping of these
multilingual ontologies has become an importaniasgl].

The process of linking related ontology elementsaibed
ontology alignment (or mapping) [5][6]. Ontologyigadment
enables semantic interoperability between disteitbut
information systems. The resulting alignments carused for
agent communication (interoperability between disted
information systems), query answering (executingrgun all
languages), ontology merging, for
navigation on the Semantic Web [7].

There are many ontology alignment techniques @p#&of
an exhaustive review) and various multilingual togy
alignment strategies have been proposed (see Sedtifor
detailed review). Common to all these solutionghiat the
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generation of alignments
(multilingual) ontology labels.

In addition to these approaches, we propose tanuages
as visual representations of ontology conceptsafignment
discovery between two multilingual ontologies. Thjgproach
complements the aforementioned approaches.

The outline of this paper is as follows. In theldaling
section, the image-based multilingual ontology rafignt
approach for building indirect mapping between itingual
ontologies is described as the main contributiothisfwork. In
Section 3, the initial proposal for image-basedyratient
discovery is presented. In Section 4, some prevsiudies
related to this work are introduced. Finally, Sewti5
concludes this paper and presents further reseaettions.

Il IMAGE-BASED MULTILINGUAL ONTOLOGY ALIGNMENT

We draw our inspiration from the natural way thenlns
learn new languages. One can learn a foreign laygguisually
by establishing pictorial inter-language mappingstween
visual representations of corresponding terms/quscd hese
pictorial inter-language mappings have proven qustful in a
number of commercial language learning applicafi@ss for
instance Rosetta Stone [16], and therefore applitingore
formally to ontology alignment might be a promisidga.

For example, let us consider a situation in whiglo t
speakers want to communicate with each other (Fig.he
first speaker is from Serbia and speaks only Seyldad the
other one
Unfortunately, neither of them knows the languageksn by
the other one, nor they speak the common languédieey
want to communicate with each other, they will htwdeach
each other their respective languages. The mogtatatay to
this is to use real life objects, more preciselgirthvisual
representations (images), and to exchange theitslgin Fig.1
using image of a dog the speakers learn its labdbrieign
language). This way, the speakers will most likiglgirn the
most common and the most adequate word meaning.

In many natural languages, entities are descrilyatbhns,
which are, in majority, picturable entities [1]. &mumber of
nouns in natural language is usually significatiigher than

Figure 1. Natural way of learning terms of foreign languageng

its visual representation
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is based on comparison dahe number of verbs, adjectives, and adverbs @0§4 of the

Serbian WordNet are nouns [9]). As building blocks
ontologies, concepts and their instances are destrby
nouns as well. Espinoza et al. [10] have empiriciliynd that
existing ontologies share the same lexical pattefgr
example, approximately 60% of concept labels follaw
adjective-noun pattern (e.gemporal regio, where as the
others (about 30%) use the noun-noun pattern {@gwledge
domain [10]. We limit our discussion to the above stated
lexical patterns. Other lexical categories (e.grbg) are left
for future research, since some of them can beesepted by
picturable entities as well.

Cognitive psychology studies have found that: igréh
exists a correlation between visual and semantidlagity in
the human visual system; ii) semantic categoriesvisually
separable; iii) there exist visual prototypes famantic
categories [11]. More recently, Deselaers et aP] [have
experimentally confirmed that these conclusiondhal the
field of computer vision. In addition, they haveufa that the
visual variability within a category grows with igemantic
domain.

There are plenty of images available on-line that ba
used as visual representations of ontology concepts

According to the aforementioned, visual represemniatof
ontology concepts can be used and compared in twdard
out the adequate mapping. Our idea is additiorsllyported

is from Japan and speaks only Japanedsy the fact that itis easy to cope with synonysssiés in visual

domain since synonyms visual representations andasior
even the same (e.g., wordsundanddog are synonyms and
visually represent the same entity).

A proposed architecture for image-based multilimgua
ontology alignment is presented in the followingtam.

Ill. A SKETCH OF A POSSIBLE SYSTEM ARCHITECTURE

The proposed architecture is shown in Fig. 2. Based on
four main components: the Alignment Generator, isual
Representations Provider, the Image Comparator, taed
Alignment Repository.

The Alignment Generator receives two ontologiesnpst
and generates alignments if possible. Firstly,efach concept
pair of the matching ontologies, the component kbi@hether
suitable alignment already exists in the AlignmdrRépository.

If it does not, this component enquires the Visual
Representations  Provider to provide suitable visual
representations (several images and their accoegbaextual
descriptions) of these concepts. If such repreentacan be
found, they are compared using the Image Comparator
component. The Image Comparator computes a degree i
which these visual representations of conceptsedated and
chooses the best among these representationslyfitred
alignment is generated and stored in the AlignmBe{zository

for sharing and reuse, along with the chosen visual
representations.
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Ontology alignment

Figure 2. The proposed architecture for image-based multilithg

ontology alignment

Later, the generated alignments can be employed
automatic query translation and distributed querswgering.

The proposed system is in the early stages of dprednt
and provides guidelines for future work.

A. Acquisition of the visual representations of concepts

The process of multilingual ontology alignment digery
begins with a comparison of leaf concepts. Theomale for
comparing leaf concepts first is that they oftemptowards
specific entities, while concepts that are higlthie hierarchy
tend to represent more abstract and thus more amisg
entities [1]. In addition, for those concepts teenantic domain
is narrow, thus visual variability is small (seectgen II).

For each concept pair, the Visual Representatioogider
component tries to provide suitable visual repriegeEms of
these concepts, as well
annotations, etc.). The success of the entire psoogimage-
based alignment discovery is highly dependent up@nstep.
The image comparison process is more reliable aadge if
the acquired images are true semantic visual reptatives of
concepts.

from semantically rich sources, if possible. Thenponent
attempts to find the source that supports queteed in the

natural languages of both ontologies first. If notssource can

be found or yields no results, the component optstfio
monolingual sources: one for each natural langudgthose
sources cannot be found or yield no results, tihepoment opts
for sources with less support for semantic sedfohr types of
sources have been identified according to the skrsathey
incorporate: ontology-based image retrieval
hierarchy-based
hierarchy-based), content-based image retrievakbsygs and
syntax-based image search engines. The sourcdistackein
descending order of the semantics they incorporate.

In situations where none of aforementioned stepsirob

visual representations, the system marks that zer
incomparable due to lack of data and steps toakepair.

When querying for images, the context of the omplo

concept is used to disambiguate the lexical meamhag@
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the accompanying text ,(tag

systems
image databases (usually WordN&] [1

concept label, as in [10]. For example, let us wwrIsan
ambiguous concept labetane The termcrane can have two
senses in Englista bird anda type of construction equipment
Thus, an image search with the tecnaneresults in images
both of birds and of construction equipment. Byiagdgarent
concept label/s (e.dgoird) to the query, the obtained images are
more appropriate than those using the concept &oeé.

B. Semantic-based image comparison

After obtaining visual representations, the Image
Comparator component performs semantic-based c@uopar
of two visual representation sets and selects tst hisual
representations. This component is the core ofyiséeem and
represents the most complex part of the systemtheotime
being, this component is in early stages of devetg. We
plan to develop it as a multimodal probabilistiarfrework,
inspired by [14, 15].

C. Generation of alignments

When computing, the confidence value reliability tbé

source must be taken into account. Source relipbiti a

fageighting factor ranging from 0 to 1 which is ugeddefine
the influence of a particular retrieval option dwe ffinal result.
Generally speaking, ontology-based retrieval isgass high
values, and syntax-based low values due to thetegrea
reliability of the former.

If the confidence value is below a predefined thott,
the concepts are considered unrelated. Otherwisalignment
with a calculated confidence value is generateddidition, to
support alignment reuse, the algorithm stores algmts and
respective visual representations in a shared rabgm
repository, similar to [16].

IV. USAGESCENARIO

One possible usage scenario would be to use theraged
alignments in the Alignments Repository to supatiomatic
auery translation into several natural languages.

For example, a Serbian teacher gives an assigntoent
her/his pupils, still in elementary school, to warian essay
about the culture of modern Japan for a socioldggsc Since
pupils are not fluent in English nor do they knapdnese, it is
very hard for them to acquire materials (includingages)
%sing common image search engines. First, they faastthe
problem of query translation in English and/or epdnese.
They do either this manually or by using some (rvagh
translation tools. It is highly unlikely that thégpproach would
lead to acceptable result set. Secondary, they toar@nually
issue queries in both languages and compare themaiha

When relying on our approach, pupils can issueigsién
their native language without the need to know angjor’
language. The query is parsed and concepts anéxtosmte
extracted. The Alignment Repository is queried fhose
concepts. If alignments can be found, the concepts
translated in their respective equivalents in d#fi languages.
Since the alignments store the image data, whiehvaual
representations of those concepts, these imagedbearsed
either as results and/or to support query-by-semarample
[17] queries. The image search engines executeslatad
gueries. The results are aggregated and presentieel tiser.
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V. RELATED WORK

Various multilingual ontology alignment strategibave
been proposed: manual processing, the corpus-g@gedach,
the linguistic enrichment, and the two-step genepproach
[4].

Laing et al. [18] used manual mapping to map adjtical
thesaurus in English to the Chinese equivalent.&Vlihe
manual mapping is costly and error-prone task,apgoach is
feasible only for relatively small and simple oogikes. Thus,
fully/semi-automated multilingual ontology mappisgategies
have emerged.

Corpus-based approaches use bilingual corpora
alignment discovery. In [19], by using this appina®utch
thesaurus is aligned with the English thesaurusdiNet. This
approach is applicable in situations where corpadraimilar
granularity and quality exist. Alas, for many domapecific
ontologies there are no adequate corpora to be. used
addition, this approach does not consider strucaspect and
thus cannot provide precise mappings for ontologigth
complex structure [4].

In instance-based approach, analysis of instamagasiy
is used for obtaining matching correspondences approach
is based on machine learning methods and thugppicable
for ontologies with sufficiently large number ofstances. In
[20], Wang et al. used annotations of instancesotopute a
measure of similarity between instances. Later simsilarity
was used to determine similarity between concepts.

According to proponents of linguistically enrichrmhen

strategy current ontologies suffer from unreadgbiue to
badly chosen labels, lexical ambiguity etc., angthmpeding
the interoperability. They enrich the ontology'sduistic

expressivity, through the exploitation of existitigguistic

resources. A linguistically motivated mapping metias been
proposed in [21]. Although linguistically enrichmerof

ontologies is beneficial, it is difficult to apphjue to lack of
linguistic resource standards.

In the generic two-step method, which was propaséd],
the source ontology labels are translated intoetal@nguage
first and then monolingual matching techniques applied.
Since the translation does not take into accoumtstmantics
of involved ontologies, it can introduce inadequsdmslations
that hamper the matching process. In these systéimas,
translation phase is crucial to success of ontolaiggnment.
Therefore, obtaining the most suitable label traticsh is the
key to generation of high quality alignments [4l1 &t al. [4]
addressed these issues with appropriate translagtection

alignment task, system computes weights for evéategy
available and uses those weights to combine ctyrdice
strategies.

We propose a conceptual idea to use images farmaégt
discovery between two multilingual ontologies. Wali
previous approaches images are used (visual repagsas of
ontology concepts) to perform alignment discov€nyr idea is
based on the fact that majority of ontology consepte
picturable entities, which can be found on the Vdebmages.
Our approach complements the aforementioned agpeeamd
adds a new dimension to the research field of lmgtial

f(ﬁmtology alignment.

VI.

This paper is a concept paper, which introduceddba of
indirect alignment between multilingual ontologiely
discovering alignments based on semantic-similarftyisual
representations of ontology’s concepts. Thus, ttoblpm of
finding adequate alignment between two concepisdaced to
the problem of matching their visual representation

To the best of our knowledge, this is the first dirthe
images as visual representations of ontology cdeceme
exploited for multilingual ontology alignment.

Our idea is appealing, but has following limitaton

CONCLUSION AND FUTURE WORK

e The approach is suitable in situations where visual

representations of concept exist and are availdbie.
more the concept is visually discriminating, theiea
is to obtain alignment using image similarity, amcke

versa. For some broad and abstract concepts, the
approach is not feasible because of their visual
diversity (e.g.,animal concept has very broad visual

diversity). For some others concepts no appropriate

image/s can be found on the Web.

o Comparing two images is complex, computationally

expensive and context-dependant task itself.

As future work, we want to: i) conduct experimefas
evaluation of proposed idea and level of applidgbilii)
implement a prototype that is build upon the presgbidea; iii)
investigate how this idea could be combined withsting
strategies into synergy-based dynamic multistrasdignment
framework to enhance alignments accuracy and poecis
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appropriate translation amongst candidates withrcetp target
ontology semantics, the mapping intent, the opggatiomain,
the time and resource constraints and user feedback

Still, none of these approaches presents a comus®iee
solution to the multilingual ontology alignment ptem [22].
Thus, the multistrategy approaches have emergedouga
papers report that combination of strategies ikljiigependent
of the ontologies used. In [22], Li et al. presengedynamic
multistrategy ontology framework. They have usedious
similarity factors to select dynamically the mogipeopriate
strategy for each individual alignment task. On atiger hand,
Songyun et al. propose an iterative supervisechiegr
weighted multistrategy alignment approach [23]. Fach
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Abstract—This paper tackles the problem of the user’s
incapability to describe exactly the image that he seeks by
introducing an innovative image search engine called TsoKaDo.
Until now the traditional web image search was based only
on the comparison between metadata of the webpage and the
user’s textual description. In the method proposed, images from
various search engines are classified based on visual content
and new tags are proposed to the user. Recursively, the results
get closer to the user’s desire. The aim of this paper is to
present a new way of searching, especially in case with less
query generality, giving greater weight in visual content rather
than in metadata.

Keywords-Image Retrieval; Metadata; Image Annotation;
Query Recommendation Systems.

I. INTRODUCTION

In the last few years the idea of Computer-Human Inter-
action is evolving continuously with fast steps. It is believed
that this is the most crucial and promising direction to
research for the technological future of humanity. Nowa-
days, there are many applications belonging to Computer-
Human Interaction systems. A great example of that is the
web search engines on the Internet and more specific the
image search engines. Images are a very important part
of our daily life. Google, Bing, Ask or Flickr, which are
visited by millions of people follow a web image searching
procedure which is based on the keywords of the user and
the metadata of the images. Metadata can be keywords, tags
or any other information from the web page that the image
belongs to. But, there are some problems with that technique.
Sometimes, images are often available without any metadata.
In other cases, the annotation of the images is not correct and
does not correspond to the actual description of the image
(noisy annotations). Furthermore, the disadvantage of using
textual query (keyword) for the image search is that the user
is not always fully capable of describing his exact wish. As
it is commonly said, ‘one image is consisting of a thousand
words’, so it is impossible for the seeker to describe the
image exactly as it is. As a result, the images proposed to
him by the web search engines are often not relevant and
far from his desires.
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On the other hand, there could be a method that is based
only on low level features of the image without using any
textual information. Content Based Image Retrieval (CBIR)
is based on the visual content of the image, e.g., color,
texture, shape or information from local patches. CBIR
is defined as any technology that in principle helps to
organize digital image archives by their visual content [1].
By this definition, anything ranging from an image similarity
function to a robust image annotation engine falls under
the purview of CBIR. But, the ‘weak spot’ of CBIR is
that it seems to be notoriously noisy for image queries of
low generality [2]. If the query image happens to have a
low generality, early rank positions may be dominated by
spurious results. As a result, the simultaneous employment
of CBIR techniques and metadata were found to be signif-
icantly more effective and reduce the communication gap
that exists between the Humans and the Computers more
than the text-only and image-only baseline [3].

In this paper, we propose a new query expansion recom-
mendation system which tries to reduce the semantic gap be-
tween “What’ the user wants to find and ‘How’ he describes
it. Query expansion is the process of reformulating a seed
query to improve retrieval performance in information re-
trieval operations. The proposed system initially uses several
parsers to take images from Google, Bing and Ask image
search engines for a given textual query (keyword). More
details about parsers are given in Section 2. Then, utilizing
Color and Edge Directivity Descriptor (CEDD) [4] the visual
content of these images are described. More details about
the description of the visual content are given in Section
3. Next, the well-known K-means classifier, separates the
image descriptors in a preset or in a dynamically calculated
number of clusters. In order to calculate the number of
clusters needed for each image set, a Self Growing and
Self Organized Neural Gas Network (SGONG) is employed.
More details about SGONG are given in Section 4. The
images, whose descriptors have the minimum distance from
the center of each class, are considered to describe better the
subject of the current class. Consequently, those descriptors
are used to retrieve the top-K, visually similar, images from
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a collection of ones parsed from Flickr, using the same
keyword with the other three search engines. The manually
annotated tags of these top-K images are retrieved and,
subsequently, using Wu and Palmer [5] method, we are
calculating the semantic similarity between these tags and
classify them into C' classes. This process is illustrated in
Section 5.

Depending on the number that each tag appears, a tag
cloud is constructed. Those tags will be used afterwards
to improve the query and the search process. The entire
procedure is described in details in Section 6 while early
experimental results are drawn in Section 7. Finally, the
conclusions are given in Section 8. A preliminary version
of this paper has been presented in [6].

The ideal scenario looks like this: A user inputs the key-
word ‘Paris’. The application searches through the internet
using the three popular search engines with this keyword
and generates a pool of results. The CEDD of each image
is computed and the results are classified into two classes.
The images, whose distance from the classes center is the
minimum, are used for the retrieval of top-K relevant images,
among the ones parsed from Flickr, under the same keyword.
From those images and after the semantic classification of
their tags, two classes are constructed: one with the tags
‘Paris Eiffel Tower’ and another one with ‘Paris Hilton’. By
clicking on a tag the application repeats the whole process
using the improved query. So, the user of our web search
engine can communicate in more specific way with his
computer, and finally through this improved interaction to
find exactly what he wishes.

Several re-ranking by visual content methods has been
seen before, but mostly in different setups than the one we
consider or for different purposes [7], [8]. Some of them
used external information, e.g., an external set of diversified
images [9] or training data [10]. The authors in [11] pro-
posed a similar to our approach tag recommendation system
based on visual similarity. According to their approach, the
main problem of today’s image search is the ambiguous
definition of tags given from users. They are trying to bypass
this phenomenon by recommending, the closest to image,
tags. This is achieved by extracting the low-level visual
features of the image. In our paper, we take advantage of
this optimization of tags given to images, so we can propose
more effective queries to users and help them get better
results according to their desires.

II. PARSERS

The word ‘parse’ means to analyze an object specifically.
Parsing refer to breaking up ordinary text. For example,
search engines typically parse search phrases entered by
users so that they can more accurately search for each word.
Some programs can parse text documents and extract certain
information like names or addresses.
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In this occasion, parsers are used to search in the produced
html (Hypertext Markup Language) page of each search
engine (Google, Bing, Ask, flickr) to find the url of each
image they return. Despite the fact that web search engines
propose their Application Program Interfaces (APIs) for
performance of text search, they do not have any APIs for
image searching, except from Flickr. So, it was urgent need
to generate parsers to bypass that serious obstacle.

III. COLOR AND EDGE DIRECTIVITY DESCRIPTOR
(CEDD)

The recently proposed Color and Edge Directivity De-
scriptor belongs to the family of Compact Composite De-
scriptors (CCDs)[12]. An important thing about CEDD is
that it uses only 54 bytes per image for indexing them,
rendering this descriptor suitable for use in large image
databases. Also the results of CEDD are very effective so
the descriptor is very suitable for this web application.

In the technical part, CEDD initially separates images into
a preset number of blocks. Each image block is classified in
to one, or more than one of the n = 6 preset texture areas.
Each texture area consists of m = 24 sub-regions. Using
2 fuzzy systems, CEDD classifies the colors of the image
blocks in a 24-color custom palette. Then texture extraction
is achieved by a fuzzy version of five digital filters proposed
by MPEG-7 Edge Histogram Descriptor, forming 6 texture
areas. When CEDD is used to describe an image block, each
section of the image goes through 2 units: 1) the color unit
and 2) the texture unit.

The color unit classifies the image block into one of the 24
shades used by the system in a color area, m, m € (0, 23).
The texture unit classifies the image into a texture area,
n,n € (0,5). The image block is classified in the bin
nx24+m . This process is repeated for all the image blocks.
At the end, the histogram produced, is normalized within
the region [0, 1] and quantized for binary representation in
a three bits per bin quantization.

IV. SELF-GROWING AND SELF-ORGANIZED NEURAL
GAS NETWORK

The Self Growing and Self Organized Neural Gas Net-
work (SGONG) [13] is an innovative neural classifier. This
network was proposed in order to reduce the number of
colors in a digital image. It collects the advantages of
the Growing Neural Gas (GNG) and the Kohonen Self-
Organized Feature Map (SOFM) neural classifiers. The
main advantage of the SGONG network is that it controls
the number of created neurons and their topology in an
automatic way. This feature is very important for that web
application because it provides a method to compute the
number of the classes automatically.

There are also some other characteristics of this neural
classifier:
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o The dimensions of the input space and the output lattice
are always identical.

e In order to determine the classes and to ensure fast
convergence, it uses some criteria.

o Except for color components, the SGONG neural net-
work can also be used if its entrance is other local
spatial features.

o The color reduction results obtained are better than the
other two techniques which it combines.

e For the training procedure, the Competitive Hebbian
Rule (CHR) is used to dynamically create or remove
the connections of neurons.

As it is mentioned above, the SGONG uses some criteria
in order to determine the number of created neurons. At the
end of each epoch, three criteria that modify the number of
the output neurons and make the proposed neural network to
become self-growing are applied. These criteria are applied
in the following order:

o remove the inactive neurons,
e add new neurons,
« and finally, remove the non important neurons.

V. WORDNET-BASED SEMANTIC SIMILARITY
MEASUREMENT

To define sematic similarity we have to consider the
calculation of the conceptual similarity between words that
are not lexicography similar such as the word ‘car’ and
the word ‘automobile’. These procedures is accomplished
by comparing the results of their relationship with a third
ontology (like ‘wheeled vehicle’ in our example). In general
sematic similarity helps to detect duplicate (high scores) or
complementary (medium scores) content. In bibliography
there are several methods for this particular job. The four
most important are [14]:

« the edge counting method

o the information content method
o the feature based method

o the hybrid method.

Wordnet version 3.0 (2006) [15] is a lexical database
which is available online and provides a large repository
of English lexical terms. Wordnet was designed to establish
the connections between four type parts of Speech (POS)
such as noun, verb, adjective and adverb. Those POS’s are
grouped into synonyms sets called synsets which are the
smallest units in Wordnet and represent terms or concepts.
The synsets are also organized into ‘senses’ which basically
represent different meanings of the same term.

To calculate the semantic similarity between two synsets,
the path length measurement was used. In [16], the authors
are using a similar to our approach for enchanting search
privacy on the Internet, focusing on plausible deniability
against search engine query-log. Path length uses hyponyms
and hypernyms. The hypernym represents a certain set of

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-177-9

I |n5trume‘r;£a;\ty ] [ .:ei..l.nc.\e I
‘ EULUI'!'TD-UVE-.:I';I.E;LEIILI | | - biké:bicyc\e

l car, EU[U-.- J I Iruck ]

Figure 1. Example of the Hyponym Taxonomy in Wordnet Used For Path
Length Similarity Measurement

discrete objects and the hyponym represents a smaller part of
the hypernym. The taxonomy of the two synsets is treated as
an undirected graph and measures the distance between them
in Wordnet. In this graph, a shared parent of two synsets
is known as a sub-sumer. The Least Common Sub-sumer
(LCS) of two synsets is the sumer that does not have any
children that are also the sub-sumer of two synsets. In this
paper the method followed for this process is the Wu and
Palmer similarity metric. This method measures the depth
of the two synsets in the Wordnet taxonomy, and the depth
of the least common sub-sumer (LCS) and combines these
figures into a similarity score given below:

S 2 x depth(LCS)
~ depth(Synset1) + depth(Synset2)

(1)

In contrary to the other dictionaries, Wordnet does not
have any information about etymology, pronunciation and
the forms of irregular verbs but only bounded information
about the usage.

The actual lexicographical and semantic information is
maintained in lexicographer files, which are then processed
by a tool called grind to produce the distributed database.
Both grind and the lexicographer files are freely available in
a separate distribution, but modifying and maintaining the
database requires expertise.

VI. IMPLEMENTATION - METHOD OVERVIEW

All the technical characteristics described before are com-
bined into an image web search engine called TsoKaDo.

At first, the user is asked to provide the search engine with
an initial query, the number of images to be fetched from
each search engine (M) and the number of classes to be
created (K). Using, the user’s query, TsoKaDo fetches the
top-M results from the well-known search engines Google
[17], Bing [18], Ask [19] and Flickr [20]. The difference
between those search engines is that the Flickr store human
imported tags for each image and this is TsoKaDo’s source
of tags. A second diference between those is in their parsers
as it mentioned in Section II.
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In order the image’s visual information to be used, the
Color and Edge Directivity Descriptor (CEDD) is extracted.
The CEDD will produce a vector of 144 numbers that
describes the color and the texture areas of the image. These
vectors will be used from now on, and each consequent
process will be taking place in the R'#* space.

+
=P Text Query

¥ ¥ ¥ ¥
Google | @_m flickr
|

Pool of Results }

| CEDD Descriptor |

oiNg

CEDD Descriptor

Classifier

3 )

For each class Find the most Calculate the
Representative imagel| Euclidean distance
_I Chosen tag ::ilen:rate Word
|"—| ou

sematic distance

Select the tags from
the top k image

Figure 2. Steps Followed by Tsokado Image Web Search Engine.

|‘ | Calculate the tags

At the next step, the pool of results of the first three search
engines (Google, Ask, Bing), which is defined as:

@)

are classified using K-means algorithm or the Self-Growing
and Self-Organized Neural Gas network (SGONG), de-
pending on the users choice. If the user has selected an
explicit number of classes (K = 2,3,4,5) only the K-
means algorithm is used. Otherwise, if the option ‘Auto’ is
selected, SGONG will propose the number of classes needed
for reliable classification and the K-means will classify the
images.

For each class, having its center available, TsoKaDo
determines the image that has the least Euclidian distance
from the class center. This image is considered to be the most
representative image of the whole class and it is compared
with each image returned from Flickr in the first step. The
comparison is being performed by calculating the Euclidian
distance and the tags of the image with the least one are
fetched to describe the class.

Finally, in order to filter the tags collected, TsoKaDo uses
Wordnet to calculate the semantic distance between them
and stores them in a Y x Y array, where Y the number
of tags for the class. These are sorted according to their
appearance frequency and then are proposed to the user by
a tag cloud.

P= MGoogle U MBing U Mgk
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VII. EXPERIMENTAL RESULTS

In order to show the functionality of TsoKaDo, some
representative examples will be presented in this section.

For the first example, the keyword ‘Greece’ is chosen and
various images about Greece are being retrieved from the
search engines such as landscapes, islands and maps. These
images are being classified into classes as it is shown in
Figure 3.

Figure 3. Classification of Images Under the Keyword ‘Greece’.

Finally, new keywords are being proposed to the user
for each class (see Figure 4). The tag cloud of class C,
illustrated in Figure 4, contains the keywords ‘Parthenon’
and ‘Thessalonica’ and Class A tag cloud contain the terms
‘Athens’, ‘Cyclades’ and ‘Santorini’, which are all famous
and popular destinations for vacations in Greece, also shown
in the images of the class. In addition, class B contains many
maps available on the web about Greece.

Class A: Class C:
pentax )
oia
photography 5
mmn | /D
G o
art (Eessalonice]

Figure 4. Tag clouds for Some Classes of Figure 3.

The user proceeds to the next step choosing a keyword to
expand his search. In this example we choose to search more
about ‘Santorini and the search engines response is shown
in Figure 5 and the tag clouds in Figure 6, respectively.

As it is clearly shown, the new results of TsoKaDo are
about the island Santorini only. In the class A there are some
maps of the island and in the other classes some photos
and landscapes. If the user wants to expand further his
search, there is the keyword ‘stairs’ available and the final
result is shown in Figure 7. To conclude with, this example
demonstrates how effective the search can be extended with
new keywords based on visual information.

This second example intends to demonstrate the advan-
tages of using multiple search engines. In Figure 8 presents
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B:
C:
Figure 5. Classification of images with query extended to ‘Greece
Santorini.
Class B Class C
—J o 5
explore

Figure 6. Tag clouds for Some Classes of Figure 5 - Tag: ‘Santorini’.

the top results of the three such engines that TsoKaDo uses,
given the keyword ‘food’.

From the examples above, we conclude to the fact that
TsoKaDo has two major advantages against conventional
search engines:

To begin with, it combines the results of three search
engines which very often return completely different results.
It is known that every search engine stores a rank of web
pages according to their importance based on some criteria.

Final Step:

Figure 7. Filtering ‘Santorini’ Results Using ‘Stairs’ Tag.
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Figure 8. Comparison’s results between TsoKaDo and the other search
engines (for the same query ‘food’)

Combining three search engines gives the advantage of using
three different ranks so it is even better than fetching more
results from one engine regarding the diversity and quality
of the images.

Furthermore, the most important advantage is that
TsoKaDo manages to propose useful tags to the user. As it
is mentioned earlier, the source of tags of this search engine
is the Flickr which contains a huge database of images and
photographs tagged with human imported keywords. This
offers satisfying semantic recognition of objects, persons and
locations that are depicted. The downside of using human
imported tags from Flickr is that sometimes the keywords
fetched are ‘noisy’. As it is shown in Figure 9, besides the
useful keywords there are many irrelevant terms. This can
be improved at some point using Wordnet but this process
may lose some useful data too. In Figure 9, it is shown how
a tag cloud of a class with the query ‘food is filtered using
WordNet.

After WordNet Before WordNet

hamburger

chee§ebuﬁg er

Figure 9. Filtering of tags using WordNet.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, a new method in query expansion was
proposed. With this method, users can expand their query
with new keywords that are proposed to them relying on the
extraction of low level visual features. This new image web
search engine called TsoKaDo has a result of images, more
corresponding to the users requirements.

Recently, Google introduces a new feature named ‘sort
by subject’ [21], which at first may seem particularly close
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to TsoKaDo’s function. However, this is not true because
Google does not use visual information of the image. Given
that Google has access to almost every site in the web, it
can determine keywords that in many important sites appear
together. So it assumes they are relevant and proposes them
to the user.

Although TsoKaDo offers something new in the field of
image searching, it still has problems to deal with. At first
TsoKaDo creates these classes because CEDD is based only
in the color and the texture of the image; so, it cannot make
an absolute semantic grouping of the images. In addition, the
tag clouds may not be so relevant because the tags taken by
Flickr, which are attached to every image by its users, are
very noisy and don’t always correspond to the content of the
image. For example, in many cases, uploaders are using as
tag for the images that the upload, details about the digital
camera, that they use. This type of information does not
describe the content of the image.

To bypass the current TsoKaDo problems, a wide range of
future work can be expected. At first visual words might of-
fer better semantic recognition of objects inside the images.
Furthermore, the obstacle of ‘noisy’ tags can be overran by
extending the search of relative images and keywords to
more reliable sources such as Wikipedia. Wordnet can be,
also, replaced by EuroWordnet, the Multilanguage version
of Wordnet with various European languages for a better
sorting of the tags. In addition, in order to measure the
effectiveness of the proposed scheme a detailed case study
will be performed. An on-line early version of TsoKaDo is
available at [22].
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Abstract — Interactive interfaces and applications are a
flourishing research area. In this paper, we introduce a head
gesture interface for a digital camera shooting self-portrait
pictures. Natural head nodding and shaking gestures can be
recognized in real-time, using optical-flow motion tracking. A
double head nod triggers the camera shutter to take shots.
Continuous nodding or shaking triggers a zooming interface to
zoom the user’s face in or out. To make the recognition robust,
a safe zone analysis of the head region was conducted to
quickly exclude any insignificant head motion, and thresholds
of moving direction and length of head motion were selected in
a preliminary set-up step. A finite state machine was used to
recognize head gestures. Our results show that the proposed
head gesture recognition method is a promising interface for a
self-portrait camera.

Keywords-head gesture; self-portrait;
interaction; optical-flow; motion tracking.

human computer

. INTRODUCTION

Due to advances in digital cameras, including those in
certain smart phones and foldable Liquid-Crystal Display
(LCD) screens, taking self-portraits has become much easier.
However, a user must physically touch the camera to change
the frame or any settings, or in some cases, can use a remote
control, but this can result in unnatural poses of the hands in
pictures.

Figure 1. With hand gestures, a user can interact with a camera to trigger
the shutter and take self-portraits.

We believe that one of the next major trends in the
advancement of camera design will be making it more
interactive, responsive, and accessible to the user. Applying
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face, smile, and motion detection [10] functions to a camera
is a good step, but does not fully satisfy users because of the
modest degree of interaction. In our previous work [1], we
proposed hand gestures for self-portrait photos, making the
camera more interactive (Fig. 1), but this had limited
success. Obviously, the system used in that study (and shown
in the figure) is far too large to be incorporated into a
portable digital camera; it requires a large display to provide
a live view, where the user can see her/his gestures, visual
tooltips, and a GUI. In practical applications, the screen of a
camera will always be small, making it difficult or
impossible to see such details.

Thus, we propose a head gesture interface, which unlike
hand gestures, has no strict requirement for visual feedback
and thus a small screen is acceptable (as shown in [3]), and it
works well even with no feedback device (as shown in [6]).
Head gestures can express clear meanings (e.g., a nod means
yes and a shake means no), which are difficult to achieve
using hand gestures. Moreover, when designing a zooming
interface for self-portrait photos, it is difficult to develop a
hand gesture-based interface, because the hands may extend
outside the camera view when a zooming-in function is
executed.

In this paper, we present and implement a head gesture
interface, which triggers the camera shutter with a natural
double nod and controls the zoom function with continuous
nodding and shaking gestures (see Fig. 2).

Figure 2. Using the self-portrait application outdoors.

A Canon 60D digital camera was used, which provides
hardware-supported face detection with a 30 FPS at 1056 x
704 resolution video stream. The LCD screen is used as a
front-facing screen to provide a live view to the user. For
head gesture recognition, a safe zone analysis of the face
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region is first conducted to quickly exclude large head
motions. The features inside the face region are extracted
only when the head motion is minor and is restricted to the
safe zone and within a predefined period parameter
(currently 500 ms). Then, after the features of the face region
are selected, feature tracking is performed in each
consecutive frame, and feature motion is recorded to
compute the 2D head motion direction and length.
Afterwards, user head motion data, in terms of direction and
length, are collected through a user test step. Finally, based
on the pattern analyzed from the user data, a Finite State
Machine (FSM) is used to recognize the head gestures. In
our implementation, head nods and shakes can be counted.
The proposed interface was positively received in various
user experiments.

The rest of this paper is organized as follows. Section 2
introduces related work on head gesture interfaces, Section 3
discusses our implementation, Section 4 introduces the
interface design for self-portraits, Section 5 discusses
preliminary user experiments and results, and Section 6
provides conclusions, a summary of the proposed interface,
and possible future work.

Il. RELATED WORK

Vision-based gesture recognition is believed to be an
effective technique for human—computer interaction, as
presented in [11]. Some researchers have tried to apply hand
gesture with digital cameras for taking self-portraits [1], and
have had significant success. The benefits of such an
approach are obvious: no additional devices or refitting of
the camera are required. However, in particular cases, hand
gestures may not be appropriate for self-portraits. For
example, when zoomed in, the hands may extend outside the
field of view. As a result, we explored a head gesture
interface, because the face will always be within the camera
view when taking a self-portrait. Furthermore, various
studies of head gesture recognition [3][4] and head gesture
interfaces [2][6] have shown that a head gesture interface is
promising for self-portraits.

To date, there are two main approaches for recognizing
head gestures. The Hidden Markov Models (HMM) method
uses a pre-training process to collect user data, and then a
pattern-recognition algorithm to distinguish between specific
gestures [4]. A problem with this approach is that pre-
training is required and there is a limited number of head
gestures with two delayed digital outputs (nod or shake); in
addition, few studies have achieved a recognition rate better
than 85%. The other approach uses an FSM-based
recognition technique [2][3] to explore temporal information
on head motion in each video frame, and switches the states
between head moving tendencies. Advantages of this method
are that it involves less intense computing than HMM, and
an adaptive threshold can be set in user experiments. We
believe that a properly constructed FSM is the best option for
this task.

In the present work, we provide a precise estimation of
head motion direction and motion length in each frame from
the video stream with about 50 features. In addition to
template-matching of feature points [2], we apply an optical-
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flow [7] measurement to tracking the motion of the points.
Then we divide the tracking region into four sections (Up,
Down, Left, and Right) using data collected from
experiments. The FSM recognition is constructed based not
only on timing and motion direction, but also the motion
length. This implementation provides precise results
requiring little computation.

We demonstrate that head gestures may be a promising
interface for self-portraits. Our proposed method is just a
beginning in this area of study.

Ill.  GESTURE RECOGNITION

Our implementation of a head gesture recognition
algorithm must meet important requirements for real-time
responsive applications: automatic initialization, sufficient
sensitivity to recognize natural gestures, and an
instantaneous and real-time response with feedback to the
user. These requirements guided the development of our
head gesture recognition scheme.

A. Camera Device and Face Detection

Gesture recognition of head motion is based on face
detection. In addition to implementing a face detection
algorithm, we chose the Canon 60D camera, which offers
SDK for developers, including embedded hardware support
for face detection (Fig. 3).

f% 5 N R T

Figure 3. Canon 60D camera with foldable LCD screen and face detection.

;{‘. .

The camera runs at 30 FPS with 1056 =704 video image
sequences for live view and has a foldable LCD screen.

B. Safe Zone to Exclude Large Movements

After obtaining an image with a face region from the
video stream, the image is processed to recognize head
gestures. The first task is to define a safe zone that excludes
large head motions that we assume are not nod or shake
gestures. A safe zone, 40% larger than the face region, is
initialized based on the face region in the image; then, in the
following frames the system needs to check whether the face
moved out of that safe zone. If so, then it is considered a
large or fast motion, not a nod or shake gesture. The safe
zone is then re-initialized and a new check begins. If not,
then the safe zone remains as it is and the system waits for
the next frame and face region to check again for head
motion. When the face does not move out of the safe zone
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within a specific period (currently, 500 ms), then we assume
the head is still and it may be a good time to recognize head
gestures. See Figure 4.

placed in the image where the autocorrelation matrix of the
second derivatives has two large eigenvalues of the matrix.

Figure 4. Face region and safe zone.

The safe zone is a key mechanism in the automatic
initialization principle mentioned at the beginning of Section
3. Tracking, described in the next section, is reinitialized
when the face moves out of the safe zone.

C. Feature Points Tracking and Motion Calculation

The features and their motion are calculated in
consecutive images from the camera at 30 FPS, and the safe
zone of the face is scaled to a 140 = 140 resolution size to
perform feature extraction and tracking. There are two
reasons for this. First, it identifies the face region size
according to person and circumstantial context, such as user
distance to the camera, helping to achieve a domain-
independent model theory [4]. Second, it allows the
calculation to be steady and fast for real-time application.

Within the face safe zone, we extract image features for
tracking head motion. Several feature-extracting algorithms
are known [8][9], but we chose a fast extracting method
derived from the Hessian matrix, and selected the top 50
feature points as good features to track, as defined by Shi and
Tomasi (S-T) features.

The Hessian-defined features rely on a matrix of the
second-order derivatives (02x, 02y, 0x, Oy) of image
intensities. These are used because they are not sensitive to
light. For each pixel point (x, y) in a second derivative image,
the autocorrelation matrix over a small window around it is
calculated, as follows:

D Wl b iy LDy +)
—Kstj<K

D Wiy )
M{x,y)= —K=i,j=K

Wyl (0 Ly + L+ Ly +)) Z wyly e+ Ly +f)
SKsLjsK —K=ij<K

. (D

where w;; is a weighting term that can be defined as uniform
or used to create a circular window around a pixel, and I is
the intensity of a pixel. Good S-T features are found and
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Figure 5.  Numerous feature points are extracted.

After features are extracted (Fig. 5), a Lucas-Kanade [7]
optical-flow measurement is taken to track each feature
point’s motion. The Lucas-Kanade method assumes that the
displacement of the image contents between two nearby
instant frames is small and approximately constant within the
neighborhood of the point P under consideration. Thus, the
optical flow equation can be assumed to hold for all pixels
within a window centered at P. Moreover, by tracking the
features with a pyramid layer of images, precise
measurement of the velocity of feature motion can be
achieved. This method functions well for tracking S-T
features in the image. The optical-flow measurement results
are feature points in the current frame’s displacement from
the previous frame. By calculating each feature’s
displacement, the motion length and direction of each feature
point becomes clear.

Because of the error rate in optical-flow tracking, certain
points will report a wrong result or be lost to tracking during
head motion. Increasing the number of feature points is
helpful to obtain reliable motion information. We calculate a
set of feature points within the face region and mean values
of length and direction as the main parameters in each frame.

It takes approximately 2.6 ms to extract the top 50 feature
points and about 3.4 ms to track them using optical-flow
measurements, which will suffice for real-time applications.

D. User Experiments

A user test step is applied to obtain head motion direction
and length in frames while the user nods and shakes his/her
head. The collected data are used to design the threshold of
gesture recognition. The task is straightforward; users are
asked to keep nodding or shaking during a period, and the
moving direction degree and motion length in each frame
with time is recorded.

A graduate student took part in this experiment to collect
data. Measurements of the degree of motion begin at the top-
right corner of the user’s face as it appears in the display
(Fig. 6). Figure 7 shows selected sequence data of nodding
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and shaking gestures with motion degree (right vertical
coordinate), length (left vertical coordinate), and timing
(horizontal coordinate).

we separated the motion regions for moving direction
recognition into four regions (Fig. 8):

Figure 6. Motion direction angle coordinate.

Two important pieces of statistical information can be
obtained from the data. First, when nodding (Fig. 7a), the
motion directions are between 90=and 180°when tilting the
head down and 270=and 360<when tilting the head up. In
contrast, the motion directions in the shaking gesture (Fig.
7b) are smooth and steady along the 45°and 225€ line.
Second, the motion length data change periodically during
the head gesture, but below a peak value of 6.
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Nodding (a) and shaking (b) gesture data.
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Figure 7.

The time interval of up-down and left-right movement
was 122.2 ms and 137.5 ms, respectively.
E. Recognition Design

Based on the data analyzed above, we can conclude that
head shaking is a more steady motion than nodding. Thus,
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Figure 8. Motion direction region
(U: Up, R: Right, D: Down, L: Left).

right, 10-80°(70°span); left, 190-260°(70<span); up, 260—

360<and 0-10°(110°span); and down, 80-190<(110span).

The motion length value must be larger than 0.5 and less
than 6.0 in the recognition procedure.

dynamic motion

move outside

Figure 9. Finite State Machine for recognizing head shakes.

The timing-based FSM described in [2] was used to
recognize the gestures. Figure 9 shows a transition chart for
head shaking. It contains two main states: Stationaryl, a
motionless state, and Safe Zone, when the face is within the
safe zone discussed above for a certain period of time. Inside
the Safe Zone state, there are Stationary2, Left motion, and
Right motion. The transition from Left to Right or reverse
transition will add one factor to the shaking count.

F. Performance and Implementation

To increase the speed and efficiency of image processing,
we used OpenCV [5] to implement the algorithm. The
program was written in C++ with multi-threading. Image
drawing was under Direct2D API support. The processing
performance is shown in Table 1, based on an Intel Core 2
Quad CPU 2.5 GHz PC.
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TABLE 1. IMAGE PROCESSING PERFORMANCE

Image processing Process time (ms)
Resize face region 0.2

Extract features 2.6

Feature tracking 34
Gesture recognition 2.6

Note that feature extraction is performed on when
initializing tracking; it is not executed in each frame. In
addition, as shown in Table 1, in each frame with a 140 x
140 resolution safe zone, the process of tracking features
requires the most computation time. Thus, one way to reduce
the calculation time would be to further scale down the size
of the safe zone. Finally, the gesture-recognition task, which
calculates the motion of every feature point, depends on the
number of points: tracking fewer points requires less time.

The Canon 60D camera is connected to the computer
through a USB cable. Currently, the Canon 60D camera does
not support programming to configure its foldable frontal
screen. Thus, we developed an iPhone application to show
the live view video and GUI. The iPhone application runs at
about 13 FPS with a 360 > 240 resolution motion jpeg image
through a WiFi connection.

IV. INTERFACE DESIGN FOR SELF-PORTRAITS

The original goal of this study was to design a natural
head gesture interface for self-portrait photos. From the
recognition procedure and the results described above, we
designed an application based on counted nods and shakes.
On the frontal screen, the user’s face region and safe zone
are circled with lines. Graphical tooltips for the humber of
nods and shakes are drawn in the top area above the face
region instantaneously when the user performs a gesture.

The double nod gesture (performing the nod gesture
twice) triggers the camera shutter immediately. After the
shutter is triggered, the self-timer is activated and a
countdown (set at 5 s, because it takes 2-4 s to drive the
mechanical lens and run the auto focus on the user’s face) is
shown on the front-facing screen. At the same time, the
camera adjusts the lens, focuses, and opens a flash when
needed. The user can prepare her/his pose during this period
and get ready for the self-portrait.

Continuous nodding or head shaking (when the gesture is
performed three or more times) triggers the zoom function,
where nodding zooms in and shaking zooms out. This
function is performed with smooth gesture transitions.

Figure 10. Canon 60D camera with an iPhone as a front-facing screen.
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The camera can be set on any steady object (e.g., by
using a gorillapod [12]) or on a tripod indoors or outdoors.
An iPhone was attached to the camera as a front-facing
screen (Fig. 10).

V. DISCUSSION

Compared to our previous work on hand gestures, the
head gesture interface is more suitable for providing a zoom
interface. As mentioned in Section 1, it is not practical to use
hand gestures for zooming. In addition, head gesture
recognition is independent of user distance to the camera,
which simplifies gesture recognition. Moreover, the
implementation of the recognition algorithm does not vary
depending on lighting conditions; it works well under any
light conditions. Furthermore, using a frontal screen, the
system is portable and can be taken outdoors.

While detailed user experiments have not yet been
performed, informal user feedback from students at our
university has been very positive. After a very brief
introduction to the system, users were free to explore the
system on their own. Feedback from students not
specializing in computer science was more positive; they
found the gesture-based manipulations to be intuitive and
understandable, with descriptions such as “accessible” to
describe the overall system and the general idea. The
nod/shake counts shown above the face region of the display
made it simple for users to understand, and they became
familiar with the routine of recognition based on the visual
tooltips.

The distance to the camera was an issue raised by one
person; although our implementation is completely distance-
independent, when a user is a significant distance from the
camera, it obviously becomes difficult to see the preview on
the frontal screen clearly. However, when indoors, the
system can be plugged into a larger display, as we did in [1].

The automatic face tracking and zooming-in to the face
region may not satisfy a user who wishes to have full-body
pictures. In such a case, a pan and tilt platform could be used,
and the zooming-in function could zoom in on the center of
the image rather than on the face region.

The issue of taking profile pictures was also raised. This
can be done by facing the camera and performing a double
nod to trigger the shutter, then turning into the profile
position and waiting for the picture to be taken. Another
possibility would be to modify the system so that it can
estimate the head pose based on eye location [3], and the
adjust the thresholds of motion direction for profile nod and
shake gestures.

For pictures of multiple users, a face recognition
technique could be applied to a main user only, and functions
could be triggered based only on that person’s gestures.

One participant suggested that our interface could be
useful for handicapped persons, who could take hands-free
self-portraits.

VI. CONCLUSIONS AND FUTURE WORK

We presented a head gesture interface for self-portraits.
The shutter is activated by double nods, and zoom functions
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are performed by continuous nods and shakes. In the gesture
recognition procedure, a safe zone is used to exclude large,
irrelevant motions. Numerous feature points are extracted
and tracked based on optical-flow measurements, and FSM
is used to recognize head gestures. Our system runs in real-
time, counting nods and shakes. We performed trial runs and
discussed the primary results, which showed that this method
is a promising interface for self-portraits.

In the near future, flexible and context-based interfaces
will be integrated into the system to support more
configuration functions of the camera. In addition, more user
experiments will be conducted to refine the system.

REFERENCES

[1]1 S. Chuand J. Tanaka, “Hand gesture for taking self portrait,”
HCI International 2011, Human-Computer Interaction, Part I,
LNCS 6762, pp. 238-247, Orlando, FL, USA, July 9-14,
2011

[2]1 J. Davis and S. Vaks, “A perceptual user interface for
recognizing head gesture acknowledgements,” Proceedings of
the 2001 workshop on Perceptive user interfaces, pp. 1-7,
Orlando, FL, USA, 2001, doi:
http://doi.acm.org/10.1145/971478.971504.

[31 R.Li, C. Taskiran and M. Danielsen, “Head pose tracking and
gesture detection using block motion vectors on mobile
devices,” Proceedings of the 4th international conference on
mobile technology, applications, and systems and the 1st
international symposium on Computer human interaction in
mobile technology, pp. 572-575, Singapore, September 10-12,
2007, doi: http://doi.acm.org/10.1145/1378063.1378157.

[4]1 J.Lee and S. Marsella, “Learning a model of speaker head

nods using gesture corpora,” Proceedings of The 8th
International Conference on Autonomous Agents and

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-177-9

Multiagent Systems, vol. 1, pp. 289-296, Budapest, Hungary,
July 9-14, 2009.

[5] Open Source Computer Vision Library (OpenCV): Last
visited on November 22nd, 2011.
http://opencv.willowgarage.com/wiki/

[6]1 I Yoda, K. Sakaue, and T. Inoue, “Development of head
gesture interface for electric wheelchair,” Proceedings of the
1st international convention on Rehabilitation engineering and
assistive technology: in conjunction with 1st Tan Tock Seng
Hospital Neurorehabilitation Meeting, pp. 77-80, Singapore,
2007, doi: http://doi.acm.org/10.1145/1328491.1328511.

[71 1. Bodily, B. Nelson, Z. Wei, D, Lee, and J. Chase, “A
Comparison Study on Implementing Optical Flow and Digital
Communications on FPGAs and GPUs” ACM Transactions
on Reconfigurable Technology and Systems, vol. 3, Issue 2,
pp. 6:1-6:22, 2010, doi:
http://doi.acm.org/10.1145/1754386.1754387.

[8] L. Trujillo and G. Olague, “Automated design of image
operators that detect interest points” Journal of Evolutionary
Computation, vol. 16, Issue 4, pp. 483-507, 2008, doi:
http://dx.doi.org/10.1162/evco0.2008.16.4.483.

[9]1 H. Bay, T. Tuytelaars, and L. Gool, “SURF: speeded up
robust features,” Computer Vision and Image Understanding
(CVIU), Vol. 110, No. 3, pp. 346-359, 2008.

[10] Casio TRY X camera: Last visited on November 22nd, 2011.
http://exilim.casio.com/digital_cameras/TRYX/TRYX.

[11] M. Pranav and M. Pattie, “SixthSense: a wearable gestural
interface,” ACM SIGGRAPH ASIA 2009 Sketches, pp. 11:1-
11:1, 2009, doi:
http://doi.acm.org/10.1145/1667146.1667160.

[12] Joby Gorillapod: Last visited on November 22nd, 2011.
http://joby.com/gorillapod.

117



ACHI 2012 : The Fifth International Conference on Advances in Computer-Human Interactions
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Abstract—The increase in availability of multi-touch devices
has motivated us to consider interaction approaches outside the
limitations associated with the use of a mouse. The problem
that we try to solve is how to interact in a 3D world using a
2D surface multi-touch display. Before showing our proposed
solution, we briefly review previous work in related fields that
provided a framework for the development of our approach.
Finally, we propose a set of multi-touch gestures and outline
an experiment design for the evaluation of these forms of
interaction.

Keywords-Multi-Touch; 3D Interaction ;3D Navigation; Ges-
tures.

I. INTRODUCTION

This paper presents the initial development of our ap-
proach to work with 3D interaction worlds using a multi-
touch display. We introduce our emerging methods in the
context of important previous work, resulting in our pro-
posed translation and rotation gestures for multi-touch in-
teraction with 3D worlds. In this same process, we try to
answer two important questions and provide an evaluation
path to be implemented in the near future.

3D navigation and manipulation are not new problems in
Human-Computer Interaction (e.g., [1], [2]) as will be shown
in our brief review of previous work. However, with the
availability of multi-touch devices such as the iPad, iPhone
and desktop multi-touch monitors (e.g., 3M M2256PW 22~
Multi-Touch Monitor) new concepts have developed in order
to help the transition to a post-Windows-Icon-Menu-Pointer
(WIMP) era. This gives rise to important questions such as:
(1) What is the most appropriate mapping between the 2D
interface surface and the 3D world? and (2) Can previous
techniques used with other devices (e.g., joystick, keyboard
and mouse) be used in 3D navigation?

To begin answering these questions, we first endeavor
to understand touch interactions and previous multi-touch
work. We believe that all those aspects create a foundation
that is necessary for the development of a sound post-WIMP
framework [3]. After the related work section, we cover our
proposed solution, discussion and future work.
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II. BACKGROUND
A. Understanding Touch Interactions

A common option for multi-touch interaction is to use the
set of points corresponding to n touches in a direct manner.
However, to achieve a more natural interaction between the
screen and the user, studies like [4]-[8] provide a different
take on how touch information can be used. For example,
[4] studies finger orientation for oblique touches which gives
additional information without having extra sensors (e.g.,
left/right hand detection.) In another example, Benko and
Wilson [8] study dual finger interactions (e.g, dual finger
selection, dual finger slider, etc.) Additional work dealing
with contact shape and physics can be found in [6], [7]. In
a very comprehensive review of finger input properties for
multi-touch displays [5] provides suggestions that have been
used already in [4].

One aspect that is important to have in mind is whether
to keep rotations, translations and scaling separate [9] or
combined [10]. If the latter is chosen, the user’s ability to
perform the operations separately may become a problem
[9].

One very important point found in [11], [12] is that one-
hand techniques are better for integral tasks (e.g., rotation)
and two hands perform better with separable tasks. For our
particular work, one can think of using one hand to perform
common rotations and translations, and using two hands
when special rotations need to be performed, utilizing the
second hand to indicate a different point of reference.

B. Multi-Touch Techniques

We believe that all of the related work dealing with multi-
touch, regardless whether it was designed for manipulation
of objects or navigation of 3D graphical scenes, can con-
tribute to the set of unifying ideas that serves as the basis
for our approach.

Some of the work in 3D interactions has been specific for
multi-touch, which is our focus as well. In [10], Hancock
et al. provide algorithms for one, two and three-touches.
This allows the user to have direct simultaneous rotation
and translation. The values that are obtained from initial
touches T3, T5 and T3 and final touches 77, T4 and T3 are
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Ayaw, Aroll and Apitch, which are enough to perform the
rotation in all three axes and Ax, Ay, Az to perform the
translation. A key part of their study showed that users prefer
gestures that involve more simultaneous touches (except for
translations). Using gestures involving three touches was
always better for planar and spatial rotations [10].

A different approach is presented in RNT (Rotate 'N
Translate) [13], which allows planar objects to be rotated and
translated using opposing currents. This particular algorithm
is useful for planar objects and it has been used by 3D
interaction methods (e.g., [14]).

A problem that occurs when dealing with any type of
3D interaction in multi-touch displays, is the one of spatial
separability [9]. To address this problem, in [9], the authors
proposed different techniques that will allow the user to
perform the correct combination of transformations (e.g.,
scaling, translation + rotation, scaling + rotation + trans-
lation, etc.). The two methods that were most successful
were Magnitude Filtering and First Touch Gesture Matching.
Magnitude Filtering works similarly to snap-and-go [9].
This method has some differences from normal snapping
techniques because it does not snap to pre-selected values or
objects. In addition, the authors introduce a catch-up zone
allowing‘“‘continuous transition between the snap zone and
the unconstrained zone.” [9]. The latter method, First Touch
Gesture Matching, works by minimizing “the mean root
square difference between the actual motion and a motion
generated with a manipulation subset of each model” [9]. To
select the most appropriate model, each prospective model
creates two outputs, best-fit error and magnitude of the
appropriate transformation. These outputs are given to an
algorithm that decides which models to apply.

III. PROPOSED SOLUTIONS
A. Set up

1) Camera: To test our work, we use OpenGL and
perform the visualization through a virtual camera developed
in [15] and described by [16], as shown in Figure 1. One can
see that the UP vector indicates which way is up, the EYE
(or ORIGIN) vector indicates the position of the camera
and the AT (or FORWARD) vector indicates the direction
in which the camera is pointing.

2) Multi-Touch: We are using Windows 7 multi-touch
technology [17] to test our proposed solutions using a 3M
M2256PW Multi-touch Display. Windows 7 provides two
ways of using the touches from the device. The first one is
gesture-based, identifying simple pre-defined gestures and
the second is the raw touch mode which provides the ability
to develop any type of interaction. We chose the latter be-
cause our end goal is to create custom user interactions and
for that we preferred to work at the lowest level possible that
is available to us. Each touch has a unique identification (ID)
that is given at the moment of TOUCHDOWN, to be used
during the TOUCHMOVE, and to end when TOUCHUP has
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Figure 1: Camera View [16]

been activated. The ID gives us a very nice way to keep track
of a trace, which is defined as the path of the touch from
TOUCHDOWN to TOUCHUP.

3) Visual Display: As a test case, we have created a world
with 64 by 64 by 64 spheres, in a cubic arrangement, drawn
in perspective mode, where each sphere has a different color.
This allows the user to test the 3D navigation provided by
our gestures while having a visual feedback. It is important
to note that we colored the spheres in an ordered fashion
using the lowest RGB values in one corner and the highest
values in the opposite corner of the cube of spheres.

B. Gestures

We have decided to develop separate gestures for transla-
tion and rotation to understand what combinations are more
efficient for the user. This means that when rotating, the
user will be rotating by a specific axis and translations will
be performed using two axes. We also decided to provide
simple gestures for our initial design to see the interaction
of the users. Once we have collected more data about the
interaction, we can create more complex gestures, if needed.
Before we discuss translation and rotation techniques, we
will clarify the notations used. Lowercase X, y and z refer
to 3D axes, Xscreen and Yscreen refer to 2D axes in the
screen (using OpenGL view mode,) and uppercase X,Y and
Z refer to a point in the X, y, z axes.

1) Translation: In order to translate the camera, we
decided to combine the x & y axes and leave z by itself. The
algorithm for the y axis is similar to Algorithm 1, replacing
the variable X with the variable Y. The algorithm for the z
axis is similar to the y axis with the exception that it uses
3 touches. In general, the user can perform simultaneous
translation by the x and y axes using one finger or translate
by the z axis using three fingers. All the movements can be
executed with a single hand.

2) Rotations: To address rotations, we have to think of
rotation about x, y and z independently, given that is our
belief that separating the rotation will demand a lower cog-
nitive load from the user. This expectation is also supported
by [9], [11], [12]. In addition, all the rotations are designed
to use only one hand, which is preferable, as demonstrated
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Algorithm 1 Translation over X

Require: TouchCount = 1
if Point.X < PrevPoint.X then
MoveRight(delta)
else if Point.X >= PrevPoint.X then
MoveRight(—delta)
end if

Ysereen

XKscreen

Figure 2: Rotation about the 3D x axis (see Figure 1)

in [9]. To keep the constraint of using only one hand, the
algorithm checks that the touches are within a cluster.

The gesture for rotation about x, as shown in Figure 2,
merits to be described in more detail because the other two
rotations about y and z use very similar algorithms to those
already described for the translations. The only difference is
that y and z rotations require two touches each. The gesture
for rotation about x begins with 7} and 7%, which form an
angle o with the horizontal axis. The user’s final state is
represented with 77 and T3, forming an o angle with the
horizontal. Then, the difference between o’ and « gives the
rotation angle to be applied, about x.

IV. DISCUSSION
A. Gestures

We believe that the set of gestures that we are proposing
based on the literature reviewed in the background section
and our own preliminary testing will give a starting point to
find the most natural gestures to interact in a 3D world using
a multi-touch device. Even after finding the most natural
gestures for 3D navigation, one will have to compare with
other devices such as the ones found in Bowman et al. [18].
As we will outline in the next section, we suggest to make
the comparison with a 3D mouse, such as the one shown in
Figure 3.

The first question asked in the introduction was: What
is the most appropriate mapping between the 2D interface
surface and the 3D world? We have proposed a simple
solution to the problem, through the set of gestures described
above. Defining and implementing the most natural mapping
between this 2D multi-touch interface and the 3D world may
still require additional work, but the concepts advanced in

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-177-9

Figure 3: 3D Mouse

this paper may provide an interesting direction towards the
solution of this ongoing challenge.

The other question asked in the introduction was: Can
previous techniques used with other devices (e.g., Joystick,
keyboard and mouse) be used in 3D navigation? We propose
that the answer is yes. We can build upon existing work that
was developed for the mouse or other interfaces, adapting
it for use with multi-touch displays whenever possible. An
example of this is The Virtual Sphere [2]. We could take
The Virtual Sphere and create a similar device for use with
multiple fingers to allow a pure 3D rotation and translation,
even emulating the 3D mouse shown in Figure 3. However,
those considerations would be outside the scope of this
paper.

In general, we find that multi-touch displays can work
efficiently for achieving a more natural user 3D interaction
and 3D manipulation.

B. Proposed Evaluation Technique

The considerations presented above inform our current
process of planning the experimental protocol and data
analysis methods we will use for evaluating our approach. To
answer our research questions and test the proposed gestures,
we will recruit at least 30 subjects from the college student
population at our university. The reason for our choice of
target population is that we believe that all students will have
a good grasp of basic mouse interaction, which will facilitate
the completion of the experimental tasks by the subjects.

The actual experiment, after allowing the user to become
familiarized with the interface, will consist of a set of tasks
to test translation and rotation gestures (independently) using
our 3M 22” Multi Touch Monitor (Model M2256PW) and
the 3D mouse made by 3DConnexion, which is shown in
Figure 3. For each of the tasks, we will measure the time
of execution to complete the task, and the accuracy of the
movement. For the completion time, we will use an external
game controller to start and stop the time, and for the
accuracy of the movement, we will automatically record
the initial and final positions. In addition to the automated
recording of performance data, we will ask the subjects to
complete a short usability questionnaire [19].

V. CONCLUSION AND FUTURE WORK

Recently, multi-touch displays have become more widely
available and more affordable. Accordingly, the search for
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protocols that will simplify the use of these devices for inter-
action in 3D data environments has increased in importance.
In this paper we have outlined some of the most valuable
previous contributions to this area of research, highlighting
some of the key past developments that have emerged
in the 3D-interaction community. This review of pertinent
literature provides a context for the presentation of the core
elements of the solution we propose for the interaction in
3D environments through a multi-touch display.

Specifically, we proposed a set of multi-touch gestures
that can be used to command translations and rotations in 3
axes, within a 3D environment. Our proposed solution has
been implemented using a 3M M2256PW 22 Multi-Touch
Monitor as the interaction device. This paper explained the
proposed gestures and provided pseudo-code segments that
indicate how these gestures are to be captured using the
information provided by the device. In our definition of
the proposed multi-touch gesture set we have established
independent gestures for each type of translation and also
for each type of rotation. We decided to proceed in this
way so that we can study how users prefer to combine or
concatenate these elementary gestures.

The next step in the development of our approach is
to evaluate its efficiency in a comparative study involving
other 3D interaction mechanisms, such as a 3D mouse. The
ongoing process of planning the experiments for evaluation
takes into account the nature of the devices and general
principles of design of experiments, in an effort to minimize
the presence of confounding effects, such as subject fatigue,
etc. Our experiments may lead us to define alternative
gestures to allow more innovative means of interaction.
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Abstract—Trust decisions on inter-enterprise collaborations
involve a trustor’s subjective evaluation of its willingness to
participate in the specific collaboration, given the risks and
incentives involved. In earlier work, we have built support on
automating routine trust decisions based on a combination of
risk, reputation and incentive information. Non-routine cases
must be dealt with by human users, who require access to
supporting information for their decisions; further, their needs
differ somewhat from the needs of automation tools. This paper
presents work in progress to provide a usable user interface
for manual trust decisions on inter-enterprise collaborations
in situations where automated decisions cannot be made. We
have implemented a trust decision expert tool and are in the
process of evaluating it and incorporating it into a broader
collaboration management toolset.

Keywords-trust decisions; reputation; risk; inter-enterprise
collaboration; expert tool

I. INTRODUCTION

The emergence of technology support ranging from
service-oriented architecture and Web Services to cloud
infrastructures are paving the way for semi-automated and
low-cost setup and management of inter-enterprise collabo-
rations. An inter-enterprise collaboration involves a network
of autonomous enterprises working towards a shared goal,
e.g., to provide a composed service to end users. An online
travel agency, for example, can compose travel packages
for its customers by utilizing a set of services provided
by its partners for payment handling, booking flights, hotel
itinerary, car rental and other location-specific arrangements,
where each partial service is provided by a separate au-
tonomous enterprise.

Inter-enterprise collaborations are particula