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Abstract—In this paper, we present a new appearance based
feature descriptor, named Local edge/corner Feature Integra-
tion (LFI), which efficiently summarizes the local structure of
face images. LFI is a nonparametric descriptor that utilizes a
combined edge/corner detection strategy. The proposed method
uses the approach suggested by Frei and Chen for corner and
edge detection with nine different masks. After we obtain the
information about corners and edges of the image, for each
pixel position, we describe the relationship of pixels to their
local neighborhood from the local edge/corner features using the
edges and corners information separately. Then, we concatenate
these patterns together to form the final LFI feature vector.
The performance evaluation of the proposed LFI algorithm is
conducted on several publicly available databases and observed
promising recognition rates.

Keywords–Face recognition; Frei-Chen edge detector; modular
histogram; chi-square similarity measure; libsvm classifier; local
edge/corner feature integration (LFI).

I. INTRODUCTION

During the past few years, face recognition has received a
great deal of attention and become one of the most popular
research areas in the fields of computer vision, image pro-
cessing, pattern recognition, and machine learning. The key of
each face recognition system is the utilization of the feature
extraction technique that must be able to extract features from
the face image, which are distinct and stable under different
conditions during the image acquisition process.

In the recent years, much research work has been done on
extracting image features. Many computer vision applications
employ the texture analysis algorithms. Two of the highest
performing texture algorithms that based on the concept of
local pattern descriptors, namely Local Binary Pattern (LBP)
and Local Directional Pattern (LDP), which describe the
relationship of pixels to their local neighborhood. They detect
only the important local textures by labeling each pixel with
the code of texture primitive that best matches the local
neighborhood. Fig. 1 shows some of these texture primitives
that can be detected by the local pattern descriptors that include
spots, line ends, flat area, edges, and corners [1].

LBP is a nonparametric method which extracts local struc-
tures of images efficiently by comparing each pixel with its
neighboring pixels. If a neighbor pixel has a higher gray value
than the center pixel (or the same gray value) then a 1 is
assigned to that pixel, which is otherwise a 0. Finally, the LBP
binary code for the center pixel is produced by concatenating
the eight 1s or 0s, which can be converted to a decimal number
to produce the new value of that central pixel. The original
LBP operator was introduced by Ojala et al. for texture analysis

[2], and has proved a simple yet powerful approach to describe
local structures. LBP operator has a number of extensions
that have been extensively used in many applications, such
as face image analysis [3][4], image and video retrieval [5][6],
environment modeling [7][8], visual inspection [9][10], motion
analysis [11][12], and biomedical and aerial image analysis
[13][14]. LBP-based facial image analysis has been one of
the most popular and successful applications in recent years.
Nevertheless, LBP considers only first order intensity pattern
change in a local neighborhood which fails to extract detailed
information especially during changes in face image due to the
noise and illumination variation problems.

LDP encodes the directional information in the neighbor-
hood instead of the intensity as LBP does with higher com-
putational cost. LDP is a gray-scale pattern that characterizes
the spatial structure of a local image texture. It computes the
edge response values in eight different directions at each pixel
position by convolving the image with the Kirsch masks in
eight different orientations, centered on its own position. Then
it uses the relative strength magnitude to encode the image
texture. The presence of a corner or an edge shows high
response values in some particular directions. Therefore, in
order to generate the LDP code, we need to know the n most
prominent directions. Then, the top n directional bit responses
are set to 1 and the rest (8− n) bits of 8-bit LDP pattern are
set to 0 [15][16]. Since the edge responses are more noise and
illumination insensitive than intensity values, the resultant LDP
feature maintains more information than LBP and describes
the local primitives stably, including different types of curves,
corners, and junctions. However, LDP technique still suffers
in non-monotonic illumination variation and random noise.

Figure 1. Different texture primitives detected by local pattern descriptors.
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In this paper, we present a new local pattern descriptor,
named Local edge/corner Feature Integration (LFI) that is sim-
ple but effective, and it can be a potential tool to extract image
features. LFI is a nonparametric method which extracts local
structures of images efficiently by comparing each pixel with
its neighboring pixels from edge/corner responses separately,
then combining these thresholding responses to form the final
code. Unlike LDP whose codes are generated by setting the top
n directional bit responses to 1 and the rest to 0, which may
ignore some important information in the local neighborhood.
LFI uses the information of edge/corner changes around pixels
and labels the pixels by thresholding a 3×3 neighboring pixels
with the central pixel separately then considering the results
as binary codes. After that concatenates these binary codes to
form the final LFI feature vector.

The rest of the paper is organized as follows. In Section
2, the mathematical details of the proposed LFI algorithm is
provided. Discussion on the datasets and experimental results
are presented in Section 3. Finally, the conclusion is drawn in
Section 4.

II. LOCAL EDGE/CORNER FEATURE INTEGRATION (LFI)
This work aims to improve the face recognition accuracy

under illumination-variant environments by detecting much
stable edges especially in dark areas, which can be done by
the help of Frei-Chen edge detector [17]. The proposed LFI
technique can be summarized into three stages: edge/corner de-
tection, binary encoding and decoding, and feature integration.
Fig. 2 illustrates the framework of the proposed technique. The
details of each stage are described below.

A. Corner/Edge Detection
We suggest to utilize the properties of Frei-Chen edge

detector to extract more detailed corner and edge information
from input image. Frei-Chen edge detector works as nine
convolution masks that work on a 3×3 window size denoted as
Ki for i = 1, 2, ..., 9 as shown in Fig. 3. The first four masks
Ki for i = 1, ..., 4 are used to find the edges’ subspace, the
first two of them K1 and K2 represent the isotropic smoothed
gradient weighting function, which will be supported by the
second two K3 and K4 to span the above edge’s subspace
by contributing to the magnitude of the edge’s subspace
components. The second four kernels Ki for i = 5, ..., 8 are
utilized to find the corners’ subspace. By summing all of these
four, all possible discrete realizations of the points can be
detected. The last one K9 is used to compute the mean which
we use as a normalization factor [17].

Mathematically, given an input image I(x, y), the nine
different edge, corner, and mean responses gi can be computed
by

gi = I(x, y) ∗Ki, i = 1, 2, ..., 9 (1)

Where ∗ represents a convolution operation. Fig. 4 shows
an example of Frei-Chen kernels filtered images. In the figure,
the upper row and the first image starting from the left in
the middle row are the edge filtered images, the second four
images are the corner filtered images, and the last one is the
mean filtered image. All nine edge, corner, and mean responses
gi are extracted with their corresponding masks Ki for i =
1, 2, ..., 9 respectively.

 

Frei-Chen Edge/Corner Detector 

Input Image 

Detected Edges Detected Corners 

Binary Encoding and Image Decoding  

Edge Map Corner Map 

Feature Integration 

Multi-Region Histograms Multi-Region Histograms 

LFI Histogram Vector 

… … 

Edge Map Corner Map 

Figure 2. Overview of the proposed approach.
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Figure 3. The nine Frei-Chen masks used to find the edge, corner, and mean
responses of each image.

In terms of the edge detection denoted as E, we choose
the first four filtered images gi for i = 1, ..., 4 and project the
image onto it. The projection equation can be given as

E =

√∑4
i=1 g

2
i∑9

i=1 g
2
i

(2)

When it comes to the corner detection that can be denoted
as C, we choose the second four filtered images gi for i =
5, ..., 8 and project the image onto it, which can be done by

C =

√∑8
i=5 g

2
i∑9

i=1 g
2
i

(3)

Fig. 5 shows the detected edges and corners after applying
the two projection equations above.

B. Image Encoding and Decoding
After the edges and corners are detected separately as

mentioned above, which can be seen in Fig. 5, a binary coding
strategy is applied by exploiting the center pixel value in each
3 × 3 neighborhood regions, to encode the local structures
information in the neighborhood. To form the edge or corner
patterns, we compare each pixel with its neighboring pixels.
If a neighbor pixel has a higher edge/corner value than the
center pixel (or the same value) then a 1 is assigned to that
pixel, which is otherwise a 0. The edge/corner binary code for
that center pixel is produced by concatenating the eight 1s or
0s. Finally, to retrieve the edge and corner features map, we
change that binary codes into the corresponding decimal codes
D, which can be defined as

Figure 4. Projection of an image onto Frei-Chen edge, corner, and mean
masks.

Figure 5. Edges and corners detected. Left input image, middle the detected
edges, and right the detected corners.

D =

8∑
p=1

f(dp − dc)× 2p−1 (4)

and

f(x) =

{
1 if x ≥ 0

0 if x < 0
(5)

where dc and dp denote the edge or corner values of the
central pixel and its neighbors respectively. We use the detected
edges image E and the detected corners image C, to generate
a pattern for each pixel position. Fig. 6 shows a raw image,
edge feature map, and the corner feature map after applying
the binary coding and decoding strategy.

Figure 6. Coding and decoding strategy visualization. Left input image,
middle the detected edges map, and right the detected corners map.
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C. Feature Integration
To generate the final LFI feature vector, we map each

edge/corner patterns to their corresponding histogram bin, then
a 256 bin histogram would be computed for each edge and
corner patterns separately. Finally, all the histograms will be
concatenated to form the final LFI histogram vector for each
input image. By this way, the LFI histogram contains all the
information about the distribution of the local micro patterns
such as edge, corener, line-end, flat, and spot, which can be
used to statistically describe the image characteristics.

III. EXPERIMENTAL RESULTS

For evaluation, we use two publicly available face datasets,
named extended Yale B database [18][19] and AT&T (ORL)
dataset [20]. In terms of the feature extraction process, to
consider the local information of face components, we divide
each image into small blocks as can be seen in Fig. 7. After
that, we extract the information of each block separately using
our proposed technique LFI and represent it as a local LFI
histogram. Finally, we concatenate these local histograms to
form a global histogram for each input image that contains
information about the distribution of the local micro-patterns
of the image, and can be used to statistically describe the face
image characteristics. The length of this feature vector (global
histogram) depends on the number of blocks (regions) of each
image.

When it comes to the face recognition process, the objec-
tive is to compare the encoded feature vector from one image
with all other candidate feature vectors of the dataset using two
different method for classification. The first one, is a library
for support vector machines (LIBSVM) [21], and the second
one is, chi-square metric χ2, which is a measure between two
feature vectors, H1 and H2, of length N , that can be defined
as

χ2(H1, H2) =

N∑
i=1

(H1(i)−H2(i))
2

H1(i) +H2(i) + ε
(6)

where ε is a very small value that used to avoid division
by 0.

Figure 7. A face images is divided into small blocks and the features are
extracted using LFI and a histogram is built for each area. Then all the

histograms are concatenated.

A. Extended Yale B Database
The extended Yale B database has a total of 2280 face

images for 38 subjects representing 60 illumination conditions

per subject under the frontal pose, all the images resized to
64 × 64. Fig. 8 shows sample faces of this dataset. In the
figure, from the bottom raw it is hard even for human being
to recognize the person in some cases, especially the right
bottom sample we cannot even say if there is a face or any
other object in the image. Fig.s 9 and 10 show the edge
and corner map of the face images in Fig. 8. It is clear that
using Frei-Chen edge/corner detector, the edges and corners in
dark areas of the image are likely to be detected. Therefore,
the illumination variation problems will be overcome, which
significantly helps to improve the face recognition performance
under uncontrolled illumination/lighting environments.

Figure 8. Samples of one subject from the Extended Yale B database.

Figure 9. LFI edge map of one subject from the Extended Yale B database.

Figure 10. LFI corner map of one subject from the Extended Yale B
database.
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To avoid any bias, by using the χ2 we select one image
per subject of the data for training and the rest of the data
for testing. The experiments were repeated 60 times as there
are a total of 60 samples/subject, then the average results
are calculated. On the other hand, by using LIBSVM we
randomly select half of the data for training and the other half
for testing. The experiments were repeated 30 times, then the
average results are calculated for comparison. The performance
results of well known face recognition algorithms like local
ternary patterns (LTP) [22], Weber-face [23] and gradientface
(GradFace) [24], as well as LBP and LDP [16], with the
proposed method on extended Yale B dataset are presented
in Table I. Note that, the results we compared with are as we
got from their original references which are mentioned in the
table. Meanwhile, part of the extended Yale B dataset (standard
Yale B dataset) was used in [23][24].

TABLE I. PERFORMANCE RESULTS OF WELL KNOWN FACE RECOGNITION
ALGORITHMS TOGETHER WITH THE PROPOSED METHOD ON EXTENDED

YALE B DATASET.

Refernce Method Highest Recognition Accuracy
Proposed LFI / LIBSVM 99.29 %
Proposed LFI / χ2 99.24 %

[24] GradFace 98.96 %
[22] RLTP 98.71 %
[23] Weber-face 98.30 %
[22] LTP 98.25 %
[24] LTV 97.93 %
[16] LDP+2D-PCA 96.43 %
[22] LBP 96.07 %
[16] LBP+2D-PCA 91.54 %
[16] LDP+PCA 81.34 %

B. AT&T Dataset (ORL)

The ORL database contains a total of 400 face images
corresponding to 10 different images of 40 distinct subjects.
Some sample faces are shown in Fig. 11. The images are
taken at different times with different specifications, including
slightly varying in illumination, different facial expressions
such as open and closed eyes, smiling and non-smiling, and
facial details like wearing glasses. All the images resized to
64 × 64. Table II summarizes the highest recognition rates
of the proposed local edge/corner feature integration method
compared to well known face recognition algorithms together
like (GLCM+LDP+EDGE) [25], and State Preserving Extreme
Learning Machine (SPELM) [26], and a combined phase
congruency and Gabor wavelet techniques (PC/GW) [27], as
well as LBP and LDP, with the proposed method on ORL
dataset with the use of χ2 similarity measure and LIBSVM .
Note that, the results we compared with are as we got from
their original references which are mentioned in the table, since
we do not have any original codes of of these algorithms.
The procedure of splitting the training and testing data has
been done as in the previous experiment. Therefore, we select
one image per subject of the data for training and the rest of
the data for testing to avoid any bias. The experiments were
repeated 10 times, then the average results were calculated for
comparison using χ2. Additionally, we select seven images of
the data randomly for training the LIBSVM classifier and
the rest for testing. The experiments were repeated 10 times,
then the average results were calculated.

Figure 11. Samples of a subject from the ORL database

TABLE II. PERFORMANCE RESULTS OF WELL KNOWN FACE
RECOGNITION ALGORITHMS TOGETHER WITH THE PROPOSED METHOD ON

ORL DATASET.

Refernce Method Highest Recognition Accuracy
Proposed LFI / LIBSVM 99.17 %
Proposed LFI / χ2 98.88 %

[25] GLCM+LDP+EDGE 98.75 %
[27] GW+PC+PCA 98.00 %
[27] GW+PC 98.00 %
[26] Gabor+SPELM 97.97 %
[25] LDP+EDGE 96.60 %
[25] GLCM+LDP 92.70 %
[26] PHOG+SPELM 92.45 %
[25] GLCM+EDGE 90.50 %
[25] LDP 88.50 %
[27] PCA 88.00 %
[25] LBP 87.80 %

IV. CONCLUSION

In this paper, we have introduced a new feature descrip-
tor technique named local edge/corner feature integration.
Throughout the performance evaluation, we found that LFI is
robust for face recognition regardless of extremely variations
of illumination/lighting environments as in extended Yale B
database, and slightly differences of pose conditions as in
AT&T dataset. In addition, compared to the other state-of-
the-art methods, we can say that our method provides better
accuracy in most test cases. From the results above, it is clear
that the LFI provides a stronger discriminative capability in
describing detailed texture information than the LBP and LDP.
In general, considering all comparison results, we can assess
that LFI can be a promising candidate for face recognition
applications. The work is progressing to investigate the ability
of the proposed technique LFI with different applications such
as dynamic texture recognition.
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