Abstract—Security in Internet of Things has an important role into mass adoption of the technology. There are some research works in this area, but most of them are related to Wireless Sensor Networks or Internet Networks. The association of a security mechanism and the self-* properties is very beneficial for the Internet of Things, considering the growth of connected devices. This paper proposes an architecture that uses the Dendritic Cell Algorithm for a security system with self-healing property for the Internet of Things.
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I. INTRODUCTION

The Internet of Things (IoT) is a novel paradigm whose concept is based on ubiquitous presence of objects - sensors, actuators, Radio-Frequency IDentification (RFID) tags, mobile devices etc - that interact with each other using unique addresses to achieve common goals [1]. The IoT is extremely vulnerable to attacks, most of communication is wireless based, most of the components have constrained resources and it is possible to physically attack the IoT components [1][2]. Considering that the IoT will have information about almost everything, security and privacy are key concerns in IoT research [3][4].

Xu, He and Li [3] say that the research about security in IoT is necessary for the massive adoption of this technology in Industry. Gubbi, Buyya, Marusic and Palaniswami [4] highlight the need of self-protection in domestic applications, arguing that actuators will be connected to the system and they will need protection from intruders.

According to Roman, Zhou and Lopez [5], fault tolerance will be essential in the IoT. The number of vulnerable systems and attacks will increase, so there is a need to develop intrusion detection and prevention systems to protect the components of the IoT.

The growth of connected devices in IoT make the human intervention less effective. Autonomic computing aims to reduce the human intervention in complex systems, like the human nervous system controls autonomically some functions of body, like the digestive system [6].

The proposed architecture defines five components, distributed between the monitoring phase, analysis phase and knowledge component, to add the property of self-healing into the Internet of Things. The Dendritic Cell Algorithm (DCA) is combined with an Artificial Intelligence component to allow the DCA learning the role of each information sensed. The architecture described in this paper can implement a self-healing system in IoT nodes distributing roles between them in order to ease design of self-healing systems for IoT.

The remainder of this paper has five more sections: Section II introduces some aspects of this subject and the self-* properties; Section III presents four kinds of attacks in the Internet of Things that will be mitigated with the proposed architecture; Section IV presents three works related to security in IoT, self-protected system and use of dendritic cell algorithm; Section V describes the architecture to mitigate four kinds of attacks in IoT and Section VI presents the conclusion.

II. AUTONOMIC COMPUTING

The first utilization of Autonomic Computing term was made by the International Business Machine (IBM) in 2001 to describe self-managing systems [10]. The Autonomic term comes from biology, where, for example, the autonomic nervous system from the human body takes care of most bodily functions, by removing from the consciousness the need to coordinate all the bodily functions.

In IBM's manifesto, they suggested that complex systems should have autonomic properties and distilled the four properties of self-managing systems: self-configuration, self-optimization, self-healing and self-protecting.

A. Self-configuration

The self-configuration property is found in systems that are capable to self-install and self-set to achieve the user goals.

B. Self-optimization

The self-optimization property is found in systems that can make some changes proactively to improve the performance of the system.

C. Self-healing

The self-healing property is found in systems that detect and diagnose problems. It is important that the self-healing systems have fault tolerance.

D. Self-protecting

The self-protecting property is found in systems that protect themselves from malicious attacks. The autonomic
system adjusts itself to offer security, privacy and data protection.

E. MAPE-K Autonomic Loop

In the IBM's manifesto, they presented a reference model, the MAPE-K autonomic control loop, where the responsibilities are shared between the components of the MAPE-K loop: Monitor, Analyze, Plan, Execute and Knowledge, Sensors and Effectors.

The monitor phase is responsible to collect data from sensors and process that data through the analysis phase. The analysis phase is responsible to receive the processed data and detect possible problems in the system. The plan phase organizes the necessary actions to fix the detected problems in analysis phase. The execution phase implements the actions planned.

III. DENDRITIC CELL ALGORITHM

The Dendritic Cell Algorithm (DCA) was introduced by Greensmith, Aickelin and Cayzer [11] and is inspired by the Danger Theory of mammalian immune system. The main elements of DCA are: Dendritic Cells (DC), Lymph nodes and antigens. The input signals of DCs are: danger signal, safe signal, PAMP (pathogen associated molecular patterns) and inflammatory signal. The output signals of DCs are: Costimulatory Molecules (CSM), semi-mature signal and mature signal.

The antigens are the input of DC and they are presented iteratively to dendritic cells. Each antigen increments the CSM. When the CSM pass the migration threshold, the DC migrate to lymph node. The danger signal and PAMP increments the mature signal of DC and the safe signal increments the semi-mature signal. The inflammatory signal raises all other signal increments.

When the DC achieves the migration threshold, it will move to lymph node and the DC will be labeled as mature or semi-mature, comparing the mature and semi-mature signals. After receiving a defined number of DCs, the lymph node will calculate the Mature Context Antigen Value (MCAV), that is the percentage of mature DCs per all DCs received. The Dendritic Cell Algorithm detects an attack if the MCAV surpass a defined threshold.

IV. SECURITY THREATS IN INTERNET OF THINGS

Ashraf and Habaebi [2] proposed a taxonomy for security threat mitigation techniques. In this taxonomy, there are fifteen threats classified between actors (Managed Resources and Autonomic Managers), layer (Machine to Machine, Network and Cloud) and approach (Self-Protecting, Self-Healing and Hybrid). This paper discusses four security threats: Jamming, Sinkhole, Hello Flood and Flooding.

A. Jamming

The Jamming threat affects the managed resource and is classified in the Machine to Machine (M2M) layer. It is an attack that occupies the wireless spectrum blocking the communication between the IoT devices. The attacker uses noise signals to interfere the wireless communication. To detect a jamming attack, the device monitors the Received Signal Strength Indicator (RSSI) values. It signal is abnormally high when a jamming attack occurs. That technique was used by Salmon et al. [9] to detect jamming attack in a Wireless Sensor Network.

B. Sinkhole

A sinkhole attacker announces a beneficial routing path to receive route traffic through it. It is classified in the Network layer and affects the managed resources and autonomic manager. The Intrusion Detection System proposed by Raza, Wallgren and Voigt [7] uses the representation of the network to find inconsistence and detect a sinkhole attack.

C. Hello Flood

The Hello Flood attack can occur when the routing protocol prompts a node to send hello messages to announce its presence to the neighbors. The Routing Protocol for Low power and lossy networks (RPL) needs to build the routing paths with some kind of hello messages, which makes the RPL vulnerable to Hello Flood attack. The Hello Flood attack is classified in the Network layer and affects both managed resources and autonomic managers.

D. Flooding

In a flooding attack, the attacker tries to run out the victim's resources, e.g. battery, sending many connection establishment requests. The Flooding attack is classified in the Cloud layer and affects the Autonomic Manager. Considering that most part of IoT communication with IP protocol uses UDP, this attack can be mitigated by setting traditional connection barriers [2].

V. RELATED WORK

A. SVELTE

Raza, Wallgren and Voigt [7] designed, implemented and evaluated SVELTE, an Intrusion Detection System (IDS) for the Internet of Things. The SVELTE detects sinkhole and selective-forwarding attacks in IPV6 over Low power Wireless Personal Area Networks (6LoWPAN) wireless network that uses RPL routing protocol.

Their IDS has a hybrid approach, it has distributed and centralized modules. The three main modules are: 6Mapper (6LoWPAN Mapper), Intrusion Detection Component and a mini-firewall.

The 6Mapper builds the network topology of RPL in the border router. Each node needs to have an 6Mapper client. The Intrusion Detection Component uses four algorithms to detect sinkhole and selective-forwarding attacks, the first algorithm detects inconsistence in network topology, the second algorithm detects nodes that may have messages filtered, the third algorithm verifies the network topology validity and the last algorithm verifies the end-to-end losses. The mini-firewall module has a server, in border router, and a client, in each node. Each node, when necessary, asks the border router to block messages from an external attacker.

The authors concluded that SVELTE can be used in the context of RPL, 6LoWPAN and IoT. Detecting sinkhole attacks with nearly 90% true positive rate in a small lossy network and almost 100% true positive rate in a lossless network configuration.
B. Dai, Hinchey, Qi and Zou

Dai, Hinchey, Qi and Zou [8] proposed a self-protected system based on feature recognition using virtual neurons. The virtual neurons have three components: information collector, neighbor communicator and feature recognizer. The information collector senses useful data for the self-protecting mechanisms, like processing use, memory, processing status, message size, transmission direction etc.

The virtual neurons communicate with each other in Peer to Peer (P2P) model and hierarchical model. The hierarchical communication allows a fast message propagation between clusters, each cluster having a head-neuron that have a fast communication with each other head-neurons.

The authors propose five self-protecting mechanisms, each one with an associate algorithm to detect and prevent one type of attack. The attack types are: eavesdropping, replay, masquerading, spoofing and denial of service.

Each mechanism senses the environment's data and, if an attack is detected, the connection is finished and all nodes involved are alerted.

In the paper, they present three use cases and the results. The use cases test the self-protection with eavesdropping, replay and denial of service attack. In the eavesdropping use case, with 15% of node coverage and with one node per three seconds of monitor frequency, it is possible to effectually prevent the attack. In the replay use case, it is necessary to use a buffer and the prevention grows when the buffer size and frequency inspection grows too. In denial of service use case, the authors verify that the proposed mechanisms increase the server availability.

C. Salmon et al.

Salmon et al. [9] proposed an anomaly based IDS for Wireless Sensor Networks using the Dendritic Cell Algorithm. The proposed IDS architecture has five elements: Monitoring, responsible for sensing the environment's values, Context Manager, responsible for managing the monitoring and parameter base, Intrusion Detection Manager, responsible for organizing the tasks and coordinate the responses and actions to other managers, Decision Manager, responsible for executing the dendritic cell algorithm, detect an attacker and manage the rules base, and Countermeasures, responsible for executing the actions to combat the identified attacks.

In their proposal, the authors divide two roles to be represented by the nodes: Dendritic Cells (sensor-dc) and Lymph node (sensor-lymph). The sensor-lymph have the Decision Manager and Countermeasures components, while sensor-dc have all the other components.

In the experiment, Salmon et al. used MICAz mote [16] with TinyOS [17]. The scenarios were simulated with TOSSIM (TinyOS Simulator) and they try to identify jamming attacks. The environment data used by dendritic cell algorithm included RSSI level, representing the PAMP signal, the received messages rate, as danger signal, and the inverse of received messages rate, as safe signal.

Several experiments were done, including changing configuration, time of attack, number of sensor-dc. Through the tests, the authors concluded that the IDS proposed is efficient for Wireless Sensor Networks saving energy from the nodes while there is a jamming attacker.

D. Comparison of Related work

The related work listed in this paper has some common goals, but not all of them. The SVELTE IDS [7] is designed for Internet of Things, but it was not designed considering the autonomic properties. Similar to SVELTE IDS, Salmon et al. [9] work was designed with resource constrains, but did not have the same network topology. Dai, Hinchey, Qi and Zou [8] designed their system with autonomic properties, but it is not possible to know if their approach fits into Internet of Things constrains. There is a summary of features of each work in Table I.

VI. SELF-HEALING ARCHITECTURE

The proposed architecture is based on MAPE-K loop. The phases of MAPE-K loop are divided into components and distributed on the nodes. The architecture is based on RPL Destination-Oriented Directed Acyclic Graph (DODAG), that is the default topology of a 6LoWPAN network that uses the RPL protocol. A typical RPL DODAG is depicted in Figure 1, it has a root and the other nodes. All nodes have a node ID, i.e., an IPv6 address, and all nodes, except the root, have one or more parents and a rank, that is relative to the distance between the node and the root.

**TABLE I. RELATED WORK FEATURES COMPARISON**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Has Autonomic Property</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Designed for IoT</td>
<td></td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Detect Jamming</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Detect sinkhole</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Detect DoS</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Detect Selective-Forwarding</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Detect Eavesdropping, Replay, Masquerading and Spoofing</td>
<td>x</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
There are five components described in the proposed architecture: Artificial Intelligence, Dendritic Cell, Lymph node, Monitor Knowledge and Analyze Knowledge. The other components of MAPE-K loop, Planning and Execution Phases, are not defined yet in the proposed architecture, they will be analyzed in future works.

The current components of the proposed architecture are distributed between Sensing, Monitoring, Analyzing and Knowledge elements of MAPE-K loop. The distribution of the proposed architecture components in the MAPE-K loop elements is depicted in Figure 2. Some components are not present on all network nodes, the Lymph node, Analyze Knowledge and part of Monitor Knowledge are present only in border router. Sensing, Monitoring, Analyzing, Monitor Knowledge and Analyze Knowledge components can be present in any network node and are present in border router.

A. Sensing Phase

The sensing phase is present in all nodes. In this phase the network and node information will be sent to monitoring phase. Node information will be the rate of successfully sent packets, total sent packets, RSSI level and more. Network information will be the network packets information, the DODAG routing tree information and more. As the root node is connected to the Internet, it will get more information about the network.

B. Monitoring Phase

The monitoring phase also is present in all nodes of the local network. In this phase there is the Artificial Intelligence component responsible to get the information from the sensing phase, the node and network information, process it and generate useful information for the analyzing phase.

The Artificial Intelligence proposed in this paper is an Artificial Neural Network Multi-Layer Perceptron (MLP). The MLP will be used to get useful information from the sensing phase, e.g. the network packets processed have some information such as total time to process and respond, and the MLP can try to predict this information without processing the packet, in order to provide this information quickly to the Analyzing phase.

The MLP will give a mix of real and inferred information, to the Analyzing phase in order to detect a possible attack to the node and network.

C. Analyzing Phase

In analyzing phase, the information generated by the monitoring phase will be used as input to the dendritic cells DC component. The DC component is present in all nodes of the local network. The signals of dendritic cells are classified as safe, danger or inflammatory signal. The monitoring phase receives the information from the sensing phase and infers the signal levels to this phase.

When the DC have enough information, they will migrate their result to the lymph node, present only in border router. The lymph node processes the DC result and detects if there is an attack on the network. This attack detection information in passed to the Planning phase.

D. Knowledge

The Knowledge components described in this paper are the Analyzing and Monitor Knowledge. The Plan and Execute Knowledge components will be present in the architecture too.

The monitor knowledge is split in two components, the training component and the component itself. The monitor knowledge itself is present in all nodes of the local network while the training monitor knowledge is present only in border router. This split occurs because the training of the artificial intelligence may need more resources than the node can offer.

The analyze knowledge is split in two parts, the dendritic cell part and the lymph node part. Each one is present where its counterpart component in analyze phase is present.

Figure 2. The proposed Architecture
E. Planning, Execution and Effection Phase

Planning, execution and effection phase are not described in this architecture yet. Most efforts to define the network are concentrated on define how the nodes of an IoT network will detect an attack.

The planning phase will receive the analyze phase warning about an attack in the network and plan how to mitigate the side effects of the attack. This phase should consult previous network packages to improve the plan. The planning phase will be split in two components, one present in border router, the node with more processing resources in the local network and the other present in all nodes of the local network. The planning phase in the border router will list actions to mitigate the side effects of the attack and will distribute these actions to the planning component inside all the nodes. When the planning component receives the actions, it will pass the actions to the Execution phase.

The Execution phase will receive the actions planned in the planning phase and deliver each order from each action to the effection phase. The effectors of the node will receive clear orders from the execution phase and they will perform it to mitigate the side effects of the attack detected in the planning phase.

F. Attack Detection

The early implementation of the proposed architecture will try to detect Jamming, Sinkhole, Hello Flood and Flooding attacks. To detect Jamming attacks, as in SALMON et al. [9], the RSSI level and rate of messages will be sensed in the sensing phase. To detect sinkhole attack, like SVELTE [7], the DODAG tree information will be processed and inconsistency, validity etc will be sensed in the sensing phase. To detect hello flood and flooding, the number of connection attempts and RPL’s hello messages from the same address will be sensed. The proposed architecture will capture the mentioned information and use it to detect an attack.

VII. RESULTS

The initial results of this research are about the technique used in the monitoring phase. The chosen technique for the first efforts is an Artificial Neural Network, a Multi-Layer Perceptron with Limited Weights (MLPLW) based on the neural network with limited precision weights [12].

The MLPLW implemented has 10 neurons in the hidden layer and each weight is represented by a byte. The training technique of the MLPLW is the Quantized Back-Propagation Step-by-Step (QBPSS) [12], a modified version of Back-Propagation for neural network with limited weights.

To check the implementation, the KDD99 dataset [13], widely used in Intrusion Detection Systems, was used. Yan, Wang and Liu [14] used the KDD99 dataset to evaluate their hybrid technique that uses a rule-based decision and neural network. Their accuracy rate was 99.75% and the false positive rate was 0.57%.

The KDD99 dataset was used with our ANNLW implementation with a stream based training [15]. Each input is used once and the accuracy and false positive rates were measured every thousand inputs. After the first thousand inputs, the MLPLW achieved 97.65% accuracy, but oscillated until the thirty-fourth thousand input. The accuracy rate after the stabilization is close to the accuracy in Yan, Wang and Liu [13], considering the use of fewer neurons in the hidden layer. The oscillation of the accuracy rate of the MLPLW is depicted in Figure 3.

![Accuracy Rate of MLPLW over the number of inputs.](image)

As our proposed architecture shall be used in the Internet of Things context, the used techniques should be in accordance to the use of resources. The memory used by MLPLW can be seen in Table II. It is possible to see in Table II that the MLPLW have a small impact in memory utilization in an ARM Cortex-M3 with 512 KB of Persistent memory and 64 KB of Volatile memory, 0.33% and 0.64% respectively.

VIII. CONCLUSION AND FUTURE WORK

The security in Internet of Things is a key property for the mass adoption of the technology. The research of security in Wireless Sensor Network and Internet itself can be used to show paths into security in IoT.

This work presents an architecture with self-healing property for the Internet of Things using ideas from Wireless Sensor Networks applied to a 6LoWPAN network.

The system will reuse components to detect multiple types of attacks, only by using additional information from the nodes and network, but without a dramatic algorithm change.

The proposed architecture will mitigate four different kinds of attacks of three different layers: Machine to Machine, Network and Cloud.

The MLPLW implemented shows that the monitor phase of the proposed architecture can use less than 1% of the memory of the embedded system and still have a high accuracy rate.

<table>
<thead>
<tr>
<th>TABLE II. MLPLW MEMORY CONSUMPTION TABLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resource</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>ROM memory</td>
</tr>
<tr>
<td>RAM memory</td>
</tr>
<tr>
<td>Related ROM (related to 512 KB)</td>
</tr>
<tr>
<td>Related RAM (related to 64 KB)</td>
</tr>
</tbody>
</table>
For future work, there will be the implementation of the proposed architecture to validate it. The Artificial Intelligence component algorithm should be defined. The performance of the system should be evaluated to verify if the proposed architecture implementation has better results than related work.
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