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Abstract—Reliable communication is crucial for
successful deployment of a wireless sensor network.
By taking into account communication and other
wireless sensor networks constraints, networks can be
analyzed efficiently. The diagnosis of the network’s
operation can be done using the information gathered
by the sensor nodes in the network. This paper dis-
cusses wireless sensor network diagnostics describes
so-called neighbourtables used to collect diagnostic
data of the wireless CiNet network and their con-
struction. The information stored in neighbourtables
can be used to monitor network behavior and to
improve networks’ packet routing and fault recog-
nizing for the nodes, in both, nodes’ and centralized
applications’ point of view.
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I. INTRODUCTION

In recent years, study of wireless sensor networks
(WSN) has become a rapidly developing research area.
A WSN is a set of wireless sensor nodes where each
node measures a physical value using selected sensor
probes and sends the value to a database through spe-
cific sink nodes. Nowadays, WSNs are widely used in
civil and industrial applications such as smart home
or environment monitoring [1], [2], [3]. Compared to
traditional sensing methods, wireless sensor networks
technology offers some benefits: wide areas can be cov-
ered with inexpensive, energy-efficient battery-powered
devices, which make long-term monitoring and real time
access to measuring data possible. Often the nodes of
WSN also are able to self-configure themselves, which
enables quick and easy system deployment.

The use of WSN-applications also reveals many dif-
ferent constraints that can decrease the possible num-
ber of real application deployments. These constraints
may be defined in different categories based on the
constraints, such as the system’s memory, processors’
limitations and energy consumption. Out-of-date com-
munication equipment and their bandwidth as well as
physical environmental and measurement factors related
to sensors’ location and calibration also may be the cause
of different constraints. A WSN can take into account
some of the possible constraints by gathering diagnostic
information from the network. For example, radio link
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quality is affected by many internal and external factors,
and it can be evaluated by using the Received Signal
Strength Indicator (RSSI). RSSI values as well as other
diagnostic data, such as battery levels, the number of
received packets etc., can be stored in one table, the so-
called neighbourtable.

In WSN nodes, the diagnostic data collected to the
node’s neighbourtables, gives the nodes direct informa-
tion about the network around them and also informa-
tion about the sink node. The node can directly use
the neighbourtable information to determine its routing
and clustering possibilities based on the collected and
calculated information about the neighbour nodes. Since
the nodes’ neighbourtables can be centrally collected
to a server database, they can be utilized in different
diagnostic applications. For example, we have developed
a graphical real time application, CiNetView, to make
wireless sensor network deployment and monitoring eas-
ier. The application visualizes, in real time, the nodes’
relative locations as well as shows the links’ quality,
which make the deployment of WSN much quicker and
easier.

This paper discusses reasons for wireless sensor net-
work diagnostics and describes the so-called neigh-
bourtables used in the wireless CiNet sensor network.
The paper is organized as follows: First, we provide
a brief description of some related research and then
discuss the useful diagnostic data and neighbourtables
in WSN. Section IV presents the neighbourtables con-
struction in CiNet network as well as their usage. Other
functionalities of the tables are also described in more
detail. A survey of the neighbourtables’ energy cost
is presented. Finally, some experiences of the use of
neighbourtables in real wireless sensor network imple-
mentations are discussed.

II. RELATED WORK

Analysis and monitoring of WSNs are highly evolving
research topics in the field of wireless technology. How-
ever, real time performance of wireless communication is
not that widely studied. In [4], Meier et al. discuss link
behavior and metrics that can be used to evaluate link
performance. They have used statistical link analysis in
their studies. Ferrari et al. have done indoor performance
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studies of WSNs [5]. Sensor network diagnostics and
visualization are discussed in [3]. However, there has not
been much discussion on real time inspections of the
changes in link qualities, whether uplink or downlink,
in sensor networks. There are some commercial network
visualization and diagnostic applications, for example,
MOTE-VIEW [6] and Surge View [7], developed by
Crossbow Technology. One approach that uses addi-
tional messages to construct and utilize neighbourtables
is considered in [8]. Routing using neighbourtables is
studied in [9] and [10]. Jacuot et al. have discussed
indirect diagnosis of the node state with few messages,
using an SNMP-like LiveNCM management tool [11].

III. NETWORK VARIABLES AND DIAGNOSTIC

For a customer’s point of view, wireless network is fine
when the wanted information is received and processed
correctly, that is, when the network works properly. On
the other hand, wireless networks include large amounts
of all kinds of data that can be used to give useful in-
formation about the networks’ operational performance
and reliability, not only for the user or customer, but also
for the networks’ maintenance crew. Due to the limited
amount of memory and space in the sensor nodes and
the transmitted data frames, it is reasonable to define
the relevant information and metrics that can be used in
WSN diagnostics. Fynn [12] has done a collective study
of WSN performance analysis methods and metrics, the
topics including storage, routing, real time communica-
tion, power management and architecture.

The most important information from the node’s point
of view are its neighbours’ addresses, since without
them other information cannot be linked to a specific
node and it is almost impossible to perform any data
routing. The sink node is defined to be the so-called root
of the network, and its relative location need also be
known. Therefore, a metric called hop count is essential
information for the nodes. The bigger the hop count the
greater the number of relaying nodes that are needed
for sending packets between the specific sensor node and
the sink node. This value does not necessarily directly
indicate the physical distance, but rather the relative
length of a path that a data packet needs to be forwarded
to reach the sink node. The hop count value tells the
node the direction of the sink that the packet is to
be sent to with the minimum number of forwarding
retransmissions. Hop count values can also be defined
to be calculated from the nearest gateway of the node.

Radio link quality is affected by many factors, which
can be divided into a device’s internal and external
factors. The internal factors are caused by imperfections
of the device’s hardware or software. E.g., different radio
chips do not behave exactly in the same way and each
node has its own radiation pattern that is not uniform
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[2]. The external factors, such as fading, shadowing, mul-
tipath propagation, and dynamic environmental factors
affect wireless communication and make it difficult to
predict the radio performance beforehand. Link quality
can be evaluated by using the Received Signal Strength
Indicator (RSSI), which indicates the strength of the
radio signal between two nodes at the receiver’s position.

RSSI values can be used to determine whether the
link is acceptable or not. The nodes typically have been
programmed to respond to a predefined RSSI lower
bound to determine whether the link is strong enough
to be useful. In WSNs, radios typically operate in the
2.4GHz ISM band and are based on the IEEE 802.15.4
standard due to which RSSI value -85dBm is considered
to be the acceptable lower bound. It is also possible that
the link quality may only be suffering from temporary
deterioration, for example when people suddenly walk
between the nodes. Therefore the neighbour RSSI values
also need to be averaged to avoid useless routing changes.
Since the data packets’ path RSSI value, from node
to sink or vice versa, cannot be any larger than the
worst link’s case, the path RSSI values indicate the
lowest RSSI value between the sink and the node. This
information can directly be used in packet sending and
routing decisions. Meier et al. [4] have used RSSI values
too, but also, e.g., number of packets, average packet
reception rate (PRR) and link quality indicator (LQI)
to perform efficient WSN link diagnostic.

When sent packages are spread from the sink node to
the last node in the network, it is possible that some
of the packages arrive through multiple paths and are
somewhat delayed. Nodes need to be able to recognize
the packets that have been sent on the same synchroniza-
tion period. Therefore, every packet has its own sequence
number, which also needs to be stored. Some of the
packets may be received from different neighbour nodes,
meaning that the packets have traveled through different
paths from sink to the receiver node. Packet routing is
also one interesting network management related topic
that will be discussed later.

Wireless nodes naturally need energy to operate, and
they usually are battery powered. The varying shape and
utilization of the network cause that the battery levels
of the nodes do not consume at the same rate all over
the network. Therefore, it is essential to know that how
much the batteries have power left.

In addition to these considerations, the nodes can be
programmed to have several different counters that can
be set to count, for example, the number of received
and missed packets. These counters can then be used to
calculate, e.g., throughput and reliability values of the
sensor or relay nodes. All this information needs to be
stored somewhere. One solution is to use neighbourta-
bles.
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Typically, when talking about neighbourtables, people
are thinking about routing tables. A short comparison of
neighbourtables and routing tables is needed. A routing
table is a set of rules that is used to decide where
data packets traveling over network will be directed.
Each packet contains information about its origin and
destination. The routing table contains the information
necessary to forward a packet along the best path toward
its destination. Usually a routing table includes the
following information:

o Destination: The address of the packet’s final des-

tination

o Next hop: The address to which the packet is to be

forwarded

o Metric: Assigns a cost to each available route so that

the most cost-effective path can be chosen

Our definition of neighbourtable is that neighbourtables
basically include, not only the same information as rout-
ing tables, but also some additional information. They
can be used to aid routing decisions, but they can also be
used in different diagnostic and management solutions as
well. For a single node’s point of view, a neighbourtable
is a multifunctional set of information about the nodes’
neighbour nodes and the links between them. Globally
speaking, the neighbourtable file, constructed by the
server, includes all essential information about the whole
network, and the whole network’s operation can be
diagnosed and monitored in real time from there.

IV. THE CINET NEIGHBOURTABLE

We are using CiNet nodes [2][13] in our study. CiNet
is a research and development platform for the WSN
implemented in Kokkola University Consortium Chy-
denius. The hardware in the CiNet node is specially
designed for WSNs and consists of inexpensive, standard
off-the-shelf components. The CiNet node includes all
the basic components necessary for WSNs. In our CiNet,
the nodes use cross-layer architecture [13].

The main idea of the cross-layer architecture is to
implement a wireless sensor network’s basic tasks, such
as topology management and power saving functionali-
ties, as separate protocols in a cross-layer management
entity. Data structures, which are in common use, are in
this study implemented in the cross-layer management
entity as a neighbourtable data addition. The use of a
cross-layer implementation reduces computational and
memory requirements - not all the information needs
to be transmitted between application interfaces and
protocol layers. The architecture also allows the imple-
mentation of the application and protocol stacks be as
simple as possible, since they are practically free of the
tasks related to network management.

In every node, the neighbourtable is stored to a one
common data storage in the cross-layer management
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entity, where all the protocol stack layers can utilize
the same information, see Figure 1. This reduces the
total amount of memory storage space needed, but the
use of cross-layer architecture causes challenges related
to maintenance, which have to be considered in the
implementation. The problem has been approached by
using message multiplexing in the data link layer and
modular structure in the cross-layer management entity.

Basically the neighbourtable of each node consists of
d levels with b entries at each level. More precisely, every
level d is a different neighbour of the node and each entry
b includes stored information, such as node ID, battery
level, RSSI and hop count.

All the nodes’ neighbourtables are also collected to a
single data file on a server, from where all the informa-
tion can be retrieved. This centralized neighbourtable
can be used in different WSN management and diagnos-
tic applications and tools. The format of the file is shown
in Table I.

Table 1
FORMAT OF THE SERVER’S NEIGHBOURTABLE DATA FILE.

Seq No | Node ID 1 | Neigh. 1 data | Neigh. 2 data
Seq No | Node ID 2 | Neigh. 1 data | Neigh. 2 data
Seq No | Node ID N | Neigh. 1 data | Neigh. 2 data

A. Neighbourtable construction

In a CiNet network, each node constructs and main-
tains its own neighbourtable, as defined in Table II, in
which the node stores information about its neighbours,
which are the nodes that it hears. The neighbourtable
of each node is updated in every synchronization period
of the network, see Figure 2. The neighbourtable con-
struction and update is defined to be one part of the
synchronization protocol. The sink node broadcasts the
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synchronization message isotropically, and every node
that hears it broadcasts that message onwards through
the network during a predefined time period. In this
way the whole network can be synchronized. The syn-
chronization frame structure is shown in Figure 3(a).
The SYNC frame also includes additional data that
is not used in the neighbourtables, such as the CMD
and a command byte that can be used to control the
nodes’ operation. Before relaying the synchronization
message, the nodes update it with their own informa-
tion. Based on the received synchronization messages
and the data included in the synchronization frames,
the nodes update their neighbourtables. Note that the
synchronization messages are heard by all the nodes’
neighbours, including the predecessors, which means
that the neighbourtable information can be collected in
both directions. To prevent any ping-pong effect, the
nodes broadcast the synchronization message only once
in every synchronization period. Continuous synchro-
nization of the network is vital to ensure valid operation
of the network.

Table 11
CINET NODES’ NEIGHBOURTABLE

U16INT ul6NbAddr
S8INT s8RSSI
USINT u4Bat:4
USINT u4HopCnt:4
USINT u8NodeType
U16INT ul6Received
U16INT ul6Missed
S8INT s8AvgRSSI
S8INT s8PathRSSI
USINT u8PrevSeq
USINT u8Ntp
USINT u8UplinkTp
U32INT u32NbLastSeen
USINT u8Status

Neighbor address

Neighbor link RSSI value
Battery level of the neighbor
Hopcount of the neighbor

Sink, Relay, Sensor

Number of received sync packets
Number of missed sync packets
Avg RSSI of the neighbour link
Path RSSI (path’s weakest RSSI)
Previous sequence number
UpLink throughput

Path throughput

Last seen time, for entry maintain
Sync status

After every synchronization period, every node in
the network now has real time information about the
network around, including information about the sink
node. After the synchronization period, the nodes also
can send the neighbourtable information through the
sink node to the server during the management period.
The time interval of this neighbourtable update can be
defined to meet the application demands. A minimum
update interval is one synchronization period, but it can
also be much longer. The management frame includes
a section where the neighbourtable information is sent.
The management frame structure is shown in Figure
3(b) Diagnostic and other management data is sent
(and acknowledged) as a unicast transmission through
a selected route to the sink node. If retransmissions are
not needed, each management frame is sent once in every
synchronization period.
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Figure 3. Synchronization and management frame structure

B. Neighbourtable utilization

Neighbourtables are specially used for collecting in-
formation for real time deployment and for monitoring
of the WSN. They can be locally used in the nodes or
with some management tool. Since every neighbourtable
of every node is known, it is possible to count different
diagnostic values using the information collected to the
neighbourtables.

One of the most useful values that can be calculated
from the neighbourtable information is the throughput
of one link. The throughput value can directly indicate
the reliability and robustness of the sensor node or a link
between two nodes. A good throughput values should
be near 100%, but in WSNs typically at least some of
the packets are missed. Since network synchronization
is done periodically, the node knows how many times
it should have heard the synch message after having
received the first synch message. The sequence number
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of the received message is checked, and if the number has
increased more than one, then a packet or packets have
been missed. The throughput information is calculated
based on the nodes’ packet counter values.

When a node has been working for a while, the
throughput value will settle to some level that will
indicate the basic information about the links reliability.
If the throughput value suddenly begins to go lower,
it will be a clear indication about something having
changed or broken in the network, for example, a car
might have been parked between two nodes, interfering
with the signal.

A node’s battery level information can be used to alert
the network supervisor to do network maintenance. If a
low battery level is noticed before a link stops working,
due to power out, it is possible to keep the network
topology controlled. Another point is that if the node’s
battery level is decreasing more rapidly than in the other
nodes, it is possible that that the node is not working
correctly, or that it is relaying too much data.

For packet routing, nodes typically use basic routing
tables. Using the routing table, nodes can efficiently
transfer data from each node to a sink, but the routing
decisions can be thoroughly justified with the extended
information of the neighbourtables. Naturally, the nodes’
address information is the most important, but other in-
formation can be used to optimize the networks’ routing
performance and reliability. Almost all the information
that the neighbourtable contains can be used to improve
the network’s data routing.

In our solution, the routing protocol uses hop count
and RSSI values. The minimum hop metric is used
in many routing protocols due to its simplicity and
isotonicity [14]. Hop count value can directly indicate
the logically shortest transmission path from a node to
a sink. RSSI values also indicate the links’ or the whole
paths’ quality. In order to maximize packet through-
put, it is reasonable to choose links that are more
likely by the next relay. Throughput values indicate
the total amount of packets that have successfully been
transmitted through a specific link. If a link has a
good throughput value, it is more likely to perform the
transmission successfully again. The battery levels of the
nodes’ neighbours can also be used to define the data
routing. If the battery level of one node is getting low,
then an alternatively routing should be used, if possible,
to avoid unnecessary dropouts.

Transmitting power for the nodes’ radios can also
be optimized using the RSSI information in the neigh-
bourtables. In some applications and hardware solutions,
it is possible to adjust the radio chips’ transmitting
power in real time. An acceptable lower bound of RSSI
can be fixed, and, based on it, the transmitting powers
can be lowered or increased when necessary.
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V. THE CoST OF NEIGHBOURTABLES

In CiNet network, the nodes are synchronized period-
ically to ensure valid operation. The length of the syn-
chronization period, during which the neighbourtables
are collected, depends on the application used and on
the WSN measurement solution. Thus, data collection
is embedded to the synchronization messages, and no
extra messages are needed to be sent to collect the
neighbourtable information. The maximum size of the
SYNC frame is 16 bytes. Of these, 4 bytes are directly
related to the neighbourtable usage. It can be stated
that basically almost all information in the SYNC frame
would be sent even without the neighbourtable usage,
since the information is used for routing protocols in any
case. Therefore, it can be said that the neighbourtables
are filled with almost free of additional energy cost. Only
the size of the synchronization frame is increased.

As every node can store the information of eight neigh-
bours and as 18 bytes of memory have been reserved for
each neighbour, this means a maximum memory use of
144 bytes (8 x 18 bytes). From these, the six best are
sent in the management phase (one management frame
can fit six neighbours).

The main additional cost of the neighbourtables incurs
when the tables are also sent to the sink node as a part
of the management frame. This increases the number of
sent packets and time to spend for sending the data. It
also consumes more energy. The total cost of one sent
and received management frame is defined as Efyqme =
AFE;, + AE,,. Our measurements have shown that a
management frame transmission takes about 0.216 mJ
of energy and receiving takes about 0.142 mJ, so the
total consumption is about 0.4 mJ [15], [16].

The energy overhead of the whole network to transmit
the neighbourtables to the sink node depends on many
different factors. These include, for example, the size of
the network used, the number of hops and the appli-
cation that determines the number of sent and relayed
packets. The transmission time of one node is deter-
mined by the size of the sent packet. The node’s trans-
mission power and battery voltage also affect energy
consumption. The size of one transmitted management
frame that includes the neighbourtables is between 50
and 128 bytes, depending on the number of the node’s
neighbours.

VI. CINETVIEW; A NEIGHBOURTABLE UTILIZATION
TOOL

Neighbourtables can be used to help sensor net-
work diagnostic and visualization. We have been using
neighbourtables in our CiNetView application [17]. The
CiNetView application is a graphical tool for making the
deployment and monitoring of a WSN easier and more
assured. CiNetView is based on diagnostic information
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that the nodes have collected and stored to neighbourta-
bles. The application is server-centralized and it reads in-
formation from the neighbourtable file. The application
displays network topology based on relative locations
produced by the MDS-algorithm. It can also use real
background images and maps, where the user can exactly
pinpoint the nodes’ true locations. CiNetView displays
the essential network diagnostic information and helps
the user to see the changes in the network’s behaviour.
Because of the real time presentation of the network’s
connections and the quality of these connections, the
advantages of this application can be seen most clearly
in the network’s deployment phase. The application can
be used to diagnose and monitor a WSN through the
network’s lifetime.

VII. CONCLUSIONS

In this paper, we have discussed the main topics
about wireless sensor network diagnostics and defined
the essential metrics for WSN diagnostics. The presented
neighbourtables are constructed, without significant ad-
ditional transmission overhead, using modified network
synchronization messages and in every node they are
stored to a common data storage in the cross-layer
management entity, where all the protocol stack layers
can utilize the same information. Neighbourtables can
be used in WSN diagnostic and management.

For future work the idea is to improve the utilization
of the neighbourtables from the nodes’ point of view and
in general diagnostic applications. The goal is to make a
database that collects historical data from the wireless
sensor network and can be used in backtracking errors
that have been noticed in the network.
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