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Abstract—This paper presents a routing protocol for wireles
sensor networks (WSN), established on the basis of
fundamental concepts in source based routing (SBRYr ad hoc
networks and minimum cost forwarding (MCF) methods for
heterogeneous WSNs. Neither routing tables nor netwk
topology information is maintained at sensor level,which
makes the proposed protocol part of the reactive nating
protocols class. Despite the lack of network informtion at the
sensor, the packets from the sink node to sensorand vice-
versa, always follow the optimal communication pathwith
minimum cost. Simulation results have shown that th
proposed protocol performs better than MCF protocolalone,
and nodes always route the packets through the optial path
up to destination. In fact, according to the energyonsumption
and throughput found by simulation, this protocol improves on
the MCF protocol for applications where the sink nale, acting
as a server or base station (BS), generates sigoiint amounts
of network traffic. All results are based on simuldions and
data treatment performed with OMNet++ 4, Matlab 7 and
Microsoft Visual Studio2010(C#) platform tools.

Keywords-Wireless Sensor Networks, Minimum Cost
Forwarding; Source Based Routing,

l. INTRODUCTION

A wireless sensor network (WSN) comprises a large

number of sensors equipped with wireless communitat
ports that are deployed closed or within the phesmmn to
be monitored. Recent advances in wireless commiimica
electronics have enabled the development of low-dow-
power, multifunctional sensor nodes. Small in semd
capable of communications over short distancess thi
emergent technology has opened a wide range oitafiph
possibilities. Usefulness can be found in a panoplgreas,
such as health, military, industrial and home aapions
[1][2]. Usually, in a sensor network, sensors coafee to
handover data from the source sensor to the déstindn
most systems, a single sink node is responsibleditecting
data from all sensors. Still, in numerous situajadhis sink
node also is a BS node to manage the sensors.

WSNs aread hoc networks, employing techniques for
network self-organization and packet routing [3pwéver,

there are many fundamental differences between th

traditional wirelessad hoc networks and WSNger se,
which makes conventional wirelesad hoc network
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protocols unsuitable for WSN applications. Largenber of
sensors, proneness to failure, fast changing nktwor
topology, limited resources and low-power consuorptire
examples of such dissimilitude found in WSNs. The
literature describes numerous protocol designs etig
specific WSN applications [1][2][3]. Sensor netwsrlare
limited-resource systems, therefore a significanbant of
effort has been directed to reduce the size ofnigtevork
part, overall power consumption and to the desidn o
protocols that take these characteristics into idenstion.

Routing protocols are classified in two general
categories: proactive and reactive protocols [YpaPBtive
routing protocols keep track of routes to all desibns in
routing tables. LEACH [4], a protocol based on node
clustering and PEGASIS [5], a protocol based oolen-
passing chain, are two examples of proactive rgutin
protocols. Unlike proactive protocols, reactive tpomls
acquire routes on demand and avoid saving infoomati
about the network topology. Flooding, Gossiping &M@F
[6] [7] are examples of reactive protocols.

Traffic in sensor networks displays, in general, a
heterogeneous nature [8]. In fact, in most casbs, t
communication patterns in sensor networks are ctetiaed
by:

Traffic between the BS node and sensor nodes. This
type of traffic has two sources: 1) sensor nodes
sending acquired data to the BS node (BS as a sink
node); 2) BS node sending control information ® th
sensor nodes (for configuration of measurement
parameters, for example). This type of traffic
represents the largest part of the overall
communication.

Traffic between adjacent nodes: adjacent nodes
exchange information data for data transmissioh, ge
the conditions, connections, topology and etc.

These conditions need to be considered duringebiyad

of a network protocol for sensor networks. This gyap

proposes a reactive routing protocol where sensave no
information about the network topology, but packitsn

sensors to BS or vice-versa, always communicate ove
optimum paths with minimum cost. Since the proposed

oncept combines source routing with minimum cost
orwarding, it is called the Source Routing for Mium
Cost Forwarding (SRMCF) protocol. In this approatiie
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routing information of the packets generated byBBeto be Ill.  DESCRIPTION OF THEPROTOCOL

sent to sensor nodes is included in the packets. Consider a wireless network composed of multipfesee

The rest of the paper is organlz_ed as fOIIOV.VS' |S|ec_2 nodes and one BS node. The BS node maintains @ &bl
describes the related works. Section 3 describesnthin minimum cost paths from itself to every sensor nidéhe
protocol and section 4 explains the network init&tion network. If the BS node needs to send a packet dven
procedure. Section 5 presents and discusses somulat goo0r node, over a specific path specified intabée, the
results from the proposed .protocol. Section 6 sriite main intermediate nodes must be aware of the path aue the
conclusions drawn from this work. packet to the correct links. As aforementionedseenin a
. RELATED WORKS reactive network do not have _any.informgtion abthe
) _ network topology. Furthermore, it is impossibleronte the

~ The MCF protocol is a good method for routing paske packet over a predefined fixed path when nodes mave
cost field based approach and exploits the fact tha  powever, if the packet carries the path informatidee it is
routing direction of data, fIOW|_ng from sensors dimk, IS done in Trajectory Based Forwarding (TBF) [12] 48R,
always known and that cost is always minimum. Iis th then the intermediate nodes can use this informatidoute

method, sink node starts to setup the network withpe packets to destination node.

broadcasting its cost value and all nodes get minmngost Taking into account the heterogeneous traffic W&N

network topology. ) ) to have optimum routing in both communication diiets
It is observable that this approach applies onlydata  (from BS to nodes and nodes to BS).
sent from the sensor nodes to sink. If the sinkeneents to It should be noted that in this method there iy @rle

send data to a specific node, other methods ligedfhg routing table at the BS node: the other nodes hee t
must be employed. In situations where the BS nodgformation in that table when the BS node issuesude-
simultaneously acts as a sink and server, and @@seR packet. The routing of packets, originated fromssemodes,
significant amount of data, then implosion, oveplag and s pased on the minimum cost forwarding methodhaouit
resource blindness problems, resulting from thediog  resourcing to a routing table. It is necessary timtes can
method, will reduce the network performance. ThEeef jdentify the type of a packet, because the routitygrithms

sink node has an almost exclusive role of datecalr. generated by sensor nodes, are different. Theseithlnps
For the BS to send data to a dedicated sensomalést  zre described below.

and routing path must be defined at the BS node ilik

source based routing (SBR) [9]. To implement sourcéd. Packets Sent from BSto Sensor Node

routing, the packet contains the address of eade oa the Suppose that the BS node needs to send a packet to
routing path. Source routing requires determiningdaddress sensor N3 in Fig. 1. In a mesh network, there aeynpaths

of all nodes and routing paths from source to datitn, as  from BS to each node, but almost always there Ig one

is done in protocols like Dynamic Source RoutingS®)  optimum path that has minimum cost for forwardimghets.
[9][10] for wirelessad hoc network and Link Quality Source Suppose that the minimum cost path, between BSansbr
Routing (LQSR) [11] developed by Microsoft for wiges node N3, is the one shown in bold in Fig. 1. In phesent
mesh networks. DSR and LQSR protocols are reactivgrotocol there is a routing table at the BS node thaps

approaches and do not need routing tables. Thedecpls  each sensor node ID to the minimum cost path fr@ntd®
determine a route on-demand when the source nodEs\wa sensor node. This table is formed during the nétveetup

send data to destination node and keep the routinghase.
information while communicating.

The source node establishes a route between sandce
destination nodes by broadcasting a RouteRequestepa
When the destination node receives the RouteRequest
packet, it replies with RouteReply packet to therse node.
This packet carries the routing path from sourcdento
destination node. During the communication betwé®n
nodes, the intermediate nodes route the packetsibg the
routing information which is carried in the packetders.

A higher connection setup delay in comparison with

table-driven protocols and the absence of a meshafor Figure 1. The minimum cost path between the BS and sensor N3
local repair of failed links are some of the disaghages of _ )
the DSR and LQR protocols. Fig. 2 depicts the proposed format for packets igeed

by the BS. The packet header includes three fidtas
routing purposes: a pointer, an offset and patbrimétion.
The pointer determines the position in the infororapath
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for the next node. Each sensor node will decretalsg one
unit before sending the packet to the next nodeewhe
Pointer reaches zero, it means that the current i®dhe
destination.

a) Header Payload

b)| ... | Pointer

Figure 2. a) Packet generated by BS, b) Header of the packet

The packet header is variable in length and depends
the number of the nodes between the BS and destinat
nodes. The offset determines the length of the:pti&
destination node will use it to determine the spaition of
payload, while intermediate nodes can ignore it.

As an example, table | shows the paths from BStes
N2, N3 and N4 as presented in the routing tablhatBS.
The value saved for each node is an ordered
intermediate node IDs.

TABLE I. ROUTING PATH FORNODESN2, N3 AND N4 IN ROUTING
TABLE

Node Path

ID2 ID1

ID3 ID1, ID2

ID4 ID5

Fig. 3 shows the evolution of the pointer valuetlaes
packet passes through different nodes on the path BS to
N3. To send a packet from BS to N3, BS generapmcket
with path (ID1, ID2, and ID3) and pointer valueVZhen N1
gets the packet from BS, the pointer value is 2dddreases
the pointer by one and sends the packet to N2g4D2 was
the node ID in position 2 as specified by the paintwhen
arriving at N2, the packet pointer is 1: thereftre packet
will be sent to N3 with new pointer value 0. N3 g¢he
packet when the pointer is 0: this means that N3hés
destination node.

. .

Figure 3. The pointer value in different nodes on the patiwben BS and
N3
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list of

It can be seen that with this method sensor nodes c
route packets without having information about the
destination node and with minimum processing. Alé t
information that they need to select the next riedwailable
in the header, and sensors only select the next based on
the pointer value and the ID list present in thadee.

B. Packetsfroma Sensor Node to BS:

Suppose now that the sensor N3 in Fig. 1 needsno &

packet to the BS node. As will be described lataring the
setup phase of the network, to each node is asbkigne
minimum cost value and the ID of that adjacent nadethe
path to the BS that has minimum cost. In this examp
assume that the minimum cost neighbour is N2 foraNg
N1 for N2. Then N3 generates a packet that includedN3
ID and sends it directly to N2. When N2 has a pathat
must be sent to the BS node, it will send it to INLthis
example, N1 will send the packet to the BS direcliie
received packet includes ID3 as the identificatmnthe
source node.
It is clear that the packet header is differentgackets
sent from the BS node and for those originated ftbm
sensor nodes. In the latter, there is no informagibout the
present path and the size of the header is fixgdrrediate
nodes decide how to handle each packet based gpéts

IV. NETWORKSETUP

Before normal operation, the network must be ilitéal.
The setup phase has two steps. During the firshadles
determine their cost values for communicating wvifita BS
node. During the second step the BS node genetiages
routing table. The setup processing is as follows.

A. Determination of each Node Cost Value

This step is similar to the minimum cost forwarding
back-off process [6], however, differently from MC&ach
node now has a unique ID. First all nodes excepB8, set
their cost to infinity. The cost can be of any pagter such
as hop count, transmission power, consumed energy,
processing resources or delay. The BS node assdaatst
is zero. The BS broadcasts a cost advertisemergagego
the adjacent nodes. When a sensor node receivessta ¢
message, compares its present cost with the newvplcssthe
link cost. If the new total cost value is less tlianprevious
cost, the node changes the cost to the new valdesares
the sender ID responsible for the advertisementsaugs
The node then broadcasts an advertisement message t
adjacent nodes with its new cost value and ID. Phixess
continues until all the nodes set their cost valteshe
minimum and introduce themselves to the BS. From th
standpoint of the BS, one node does not exist sritelsas
introduced itself to BS. The BS node has to waitlie setup
of the network to finish. The waiting time is setarding to
the number of nodes and network parameters sudimlas
speed, delay and processing time.

In Fig. 4 example, node N3 has two links with N2ian
N4, but the cost value from N2 is lower than thstoglue
from N4. Therefore, N3 will change its cost to Blaagister
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the ID of N2 as being on the path with minimum dosthe
BS node.

Figure 4. Forwarding along minimum cost

B. Routing Table Creation in the BS Node

As mentioned before, there is only one routingedbt
the whole network at the BS node. This table hfzgrimation
about all optimum paths with minimum cost valuetieen

the BS node and other nodes. The table creatiop st

proceeds as follows:

When a node changes its cost value to a new val
(during the setup of the network or even duringnmedr
operation of the system), it sends a message tsitDito the
adjacent node from which it had calculated its ovast
value. The receiver node adds its ID to the reckivessage

and sends it back to the next adjacent node albeg t
optimum path. Eventually, when the BS receives th

message, it has a message form the source nodedhates
the IDs of the nodes in the path between the sawde and
server node. The server node (BS) will save the dBbsa
routing path in the row of the routing table, cepending to
that particular source node. This way, sensor nadéssink
node collaborate in the creation of the routindetalt should
be noted that the same process will be performeitiglthe
normal network operation if a cost value, of a givede,
changes. The cost value of nodes can change whiek ar

node failure occurs or still when a node gets at cos

advertisement message with a lower cost value thain
previous cost.

Fig. 5 shows the routing path creation for node N3

supposing that N1 and N2 are the nodes with minimost
value to BS node, on the path between the N3 and BlSe
I shows the value of that row belonging to N3 Wifl8 in
the column “Node” of the routing table.

4} - -
= Save the Path in routing

Path (ID3
@Ds3) table (row =1D3)

3
Dr Path (ID1, 1D2, ID3) | *

ID1

Path (ID2,ID3)

Figure 5. The cost value of N3 has changed

If a link or node failure occurs during normal ogigon,
the cost value of the nodes and their relatedrmgugath in
BS must be updated. For example, suppose thatirike |
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e employing the MCF protocol, and were obtaingd

between N3 and N2 in Fig. 4 fails, so that theviongs cost
value of N3 is not valid anymore. Then N3 starts phocess
of getting a new cost value by changing its codtierao
infinity and sending a cost request message tocedfa
nodes. In this case, it obviously gets a new mimizost
value from N4. Now the new path with minimum cost
between N3 and BS goes through N1 and N4. After th
change in cost value, the routing path related 3oilNthe
routing table of BS is updated as mentioned in &eplote
that the cost value of the nodes located closérgdS than
the failing link are not affected. The processdpdating the
cost value after a node failure is similar.

V. SIMULATION AND RESULTS

In the above sections the routing protocol ands#téng
up of the network were exposed. This section pitestme
e'simulation results and the respective performarice \WSN
using the proposed protocol. The results are coedpaith

Implementing both protocols with OMNet++ 4. Matlaland
Microsoft Visual Studio 2010 with C# were also uged
create the network and help on the analysis ofittia from
OMNet++.

The sensors were randomly scattered in a squaaeaack
éemain fixed throughout the simulation. Table Ibsls the
simulation parameters.

TABLE II. SIMULATION PARAMETERS
Parameter Value
Sensor nodes 50, 100
Network area (m2) 100x100
The averages size of the packets generated wittsrbgite) | 150
Packets maximum length (byte) 256
Antenna reach (m) 10
Processing delay (ms) 1
Nodes buffer size (byte) 1k
Simulation time (s) 30

The evaluation metrics are network throughput and
energy consumption in terms of packet generatedB8y
node, when all the sensor nodes and BS node simoitsly
generate packets. Another item in analysis is terage
packet header size created by the BS node in tefrtise
number of sensor nodes in the network.

Fig. 6 shows the throughput of networks with 50 466
nodes using the proposed protocol. For comparisoa,
throughput for the same network, using the MCFquot, is
also shown. Results were collected for differenbants of
traffic generated by the BS node. The results stiaw due
to the use of optimum path information, during
communication, SRMCF achieves higher throughput tha
MCEF. Furthermore, for the range analysed, the tjinput is
almost constant with increasing data-rate.
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80 Weols send data to adjacent nodes uses a minimum lerfgth o
-  MeE bytes for the header. Fig. 8 shows the averageeheik for
MSESLUCLIIIIIIIIIIIIT networks with 100 to 1000 nodes. The figure implieat
. P although the number of nodes increases 10 times, th
50 e — = e SRMCF average header size increases only by a facta6f 2
B The effect of a variable header size has been taiten

account in the energy dissipation simulations hbysatering
the energy dissipated for each. In our simulatioths
maximum packet size is 256 byte, so a one—byte fige
enough to specify the packet length. Both SRMCF M@
have a fixed 5-byte header for packets generatedhby

w
=]

Throughput (KBps)
B
=2

o
=1

-
o

o

100 250 375 500 sensor nodes. Both protocols have a relatively Ishesder
Dataratg{ Bps) size in relation to the overall packet size.
Figure 6. Throughput of the network in terms of the datagatethe 20
packets generated by the BS node 18
16 /
In fact, with the proposed protocol, the traffingeated i e
by the BS node is similar to the traffic of the etmodes. In g 5 sl
contrast, the MCF protocol floods the packets frBf to g 10 —
nodes and increases the unwanted traffic in thevarkt 5 s e
Usually, increasing the traffic augments the prdligibof z o
collisions and consequent packet loss, decreashey t 1
network throughput. 2
Fig. 7 shows the network energy dissipation plotthe 0 : : : — : : —
SRMCF and MCF protocols and for various values of 100 200 300 400 500 600 700 800 900 1000
generated packets by BS node. The simulation seatgt for Nodes
50 and 100 nodes. Figure 8. Packet header size
6 50 nodes :
e VI. CONCLUSION
. _ae This paper describes a routing protocol for wirgles
P I — 100 nodes - sensor networks based on the inclusion of routing
""""""""""" SRMCF information in the packets when minimum cost formiag

method is used. With the proposed protocol, anextor
the BS node, there is no need to maintain exgbcivarding
- _ path tables in the intermediate nodes. The routide on

------------- BS is formed in the network setup phase and updafted
any change in network topology reported by sensales.

Energy (Joules)
W

0 : . : ; The intermediate nodes get routing information frtime
100 B0 el 500 packets originating from the_BS WiFhOUt having twW the
network topology. In comparison with the MCF praih¢he

Figure 7. Energy consumption of the network. traffic from sensor nodes to BS is the same, bettthffic

) ) .. from BS node to sensor nodes achieves better peafare
The energy consumption during data transmissioRyithout significant changes on the sensor nodes sid
depends on distances between the nodes [13] ardiyuu The simulation results indicate that not only theppsed

in the range of a few nano joules per each commatioitbit  rotocol has higher throughput than MCF, but aissipates
in WSN applications (10.8 nJ/bit reported in [14Rfter the  |ass energy.

network setup is finished, each node starts to pacHlets to
the BS node, at 1kBps data rate. The BS node rdgdom ACKNOWLEDGMENT
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