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Abstract—We discuss a secure wireless communication scheme,
focusing on designing two major components: the key generation
and the coding scheme. To achieve high key matching rate,
we propose a feed-forward and feed-back quantization. The
proposed scheme offers 1dB improvement over the best known
schemes. We also propose a universal quantization scheme
with feed-forward/feed-back and show that its performance is
the same as, or better than the other schemes which require
prior distribution information. For rate-adaptive coding, we
propose the use of rateless codes. Our evaluations show that
the rateless code can offer significant performance gain over a
low-density parity-check (LDPC) code. Moreover, we implement
a soft input rateless decoder which offers additional gains. The
overall security performance of our design based on these two
components significantly outperforms existing designs.

Keywords - Secret key generation; Wireless communica-
tions;, Quantization; Rateless codes; Rate compatible codes.

I. INTRODUCTION

A security system is only as good as its weakest part, fre-
quently, the Key Management System (KMS), which consists
of the key management, key derivation, storage and distribution
[20]. Unfortunately, designing a good KMS is an extremely
hard problem and not all designers agree on how to construct it.
This problem is exacerbated with the current trend of moving
into the “Internet of Things” and “cyber physical systems”,
where large scale, complex, ad-hoc, often infrastructure-less
wireless sensor networks and the broadcast nature of the
channels makes the problem much harder to tackle.

Most commonly used key management techniques are based
on public key cryptography and requires a Public key Infras-
tructure (PKI). PKI is generally not suitable for ad-hoc systems
where a) infrastructure is not guaranteed; b) key derivation
functions are computation intensive and therefore cannot be
carried out in low power and low cost devices such as wireless
sensor nodes; and c) designing a key storage scheme that
survives frequent system and node reboot is also challenging.

Physical-Layer Security (PLS) has been proposed [23, 24]
with the hope to address this problem. It is envisioned that by
establishing security at the physical or link layer, a network
wide KMS is no longer needed, or can be greatly simplified
and we can potentially remove the requirement of having a PKI
in the network, that would result in a simple and cost/power
efficient yet secure network.

Most of the PLS schemes proposed so far fall into two
categories: a) generating secret keys from correlated sources
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based on wireless channel reciprocity, and then applying tradi-
tional cryptography and b) adapting transmission rate to the
information-theoretic channel capacity to achieve a positive
secrecy capacity.

In the former category, where Alice and Bob try to generate a
pair of secret keys based on correlated observations X ™ and Y™
respectively, as illustrated in Fig. 1. Assume that Alice and Bob
can communicate through an unauthenticated public channel
which might be observed by an eavesdropper, Eve, who might
have side information Z™ which can be correlated with X"
and Y. The information-theoretical study of this problem
was provided by Maurer [1] and Ahlswede and Csiszar [2],
where the secrecy capacity defined as the maximum key
generation rate is given for the special case when Eve has
no side information Z™, and lower bounds and upper bounds
on the secrecy capacity are provided for general cases. While
the theoretical aspects of this problem are well understood,
there is a growing interest in designing practical secret key
generation algorithms to approach the secrecy capacity of the
key generation rate.

One way to design such algorithms is to exploit the inherent
randomness in the wireless channel between two nodes as the
source for extracting secret key sequences [3-12]. The security
of these schemes relies on the reciprocity principle of the radio
wave propagation which states that the multipath properties
of the radio channel such as channel gains, phase shifts and
delays at any point in time are identical in both direction of
the communication link [8]. In addition, these properties are
intrinsically spatially specific in a multipath radio environment
due to the scatter effects. An eavesdropper at a third location
more than a few wavelengths away from the two legitimated
users will observe a different and uncorrelated radio channel
[13]. As a result, the two legitimated users can generate a secret
key based on the shared common randomness which is unavail-
able to the eavesdropper. Among these schemes, channel gain
information [4,5,7-12] is the most commonly used. Most of
these existing algorithms on key generation from channel gain
measurements consist three steps: quantization, information
reconciliation [14], and privacy amplification [15]. The purpose
of quantization is to convert the real channel measurements
into binary bit strings. Information reconciliation is aimed
at generating an identical random sequence between the two
legitimated users by communicating through the public channel
and privacy amplification is used to extract a perfect secure key
from the identical random sequence agreed in the information
reconciliation stage. As the foundation of the whole process,
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designing a good quantization algorithm is crucial. In this
paper, we focus on the quantizer design. The purpose is to
generate two binary sequences at two legitimated users with
bit mismatch rate as small as possible.

Traditional quantization schemes such as equiprobable quan-
tization [4] and level crossing quantization [7] have the lim-
itation of high bit mismatch probability or low key genera-
tion rate. Moreover, these quantization schemes do not take
advantage of the public channel. Recently, Wallace et al.
[16] proposed a new quantization algorithm utilizing a one-
way communication over the public channel and achieved a
significant improvement in the bit mismatch probability. The
over-quantization algorithm proposed in [12] used a similar
idea to achieve higher key generation rate within 1.1 bits from
the secret key capacity.

Schemes in the latter category are all based on the principle
that data transmitted at a rate exceeding the channel capacity
cannot be decoded by the receiving end. Many papers derive
the secrecy capacity for various channels including wire-
tap channels [21], broadcast channels [22], multiple access
channels [26], relay broadcast channels [24], fading channels
[23], etc. Fundamentally, to achieve a positive secrecy capacity,
it is required that the channel capacity of the eavesdroppers
be lower than that of the intended receivers. This limits the
practicality of these types of schemes, as it is nearly impossible
to guarantee such a condition in wireless environment. Some
attempts have been made to address this. For instance, Pinto et
al. showed in [27] that if physical security can be guaranteed
(e.g., a small area around the intended receiver is secured
from eavesdroppers), secrecy capacity is improved. Advanced
transmission schemes are also proposed to improve the secrecy
capacity, e.g., the secrecy capacity improvement with MIMO
precoding is analyzed in [25]. Beamforming and artificial
jamming noise injection are shown to improve the secrecy
capacity [28], with the assumption that certain knowledge of
the eavesdropper’s channel is available to the transmitter.

To the best of our knowledge, however, there is yet a
practical way of guarantees that legitimate receivers have
favorable channels, and the research in this area suffers from
being limited to mostly just theoretical analysis.

In this paper, we propose a secure transmission scheme by
combining both ideas. The nodes first carry out key generation
using the quantization schemes that offers high bit matching
rate (BMR), and then carry out secure transmissions by scram-
bling data to create an artificial channel that is favorable to the
legitimate node pairs, and then apply rate adaptive coding with
a rate tightly coupled to instantaneous capacity.

The first focus of the design is the key generation process,
in particular, quantization schemes that allow an independently
generated keys pair to have high BMR. Motivated by the
theoretical analysis in [1,2], we propose a quantization algo-
rithm by exploiting the public channel through two-way com-
munications; more specifically, feed-forward and feed-back
quantization. For the case that the channel measurements are
Gaussian distributed, the proposed algorithm improves around
1dB at high signal-to-noise ratio (SNR) over the best known
scheme [16]. Moreover, we propose a universal quantization
scheme with feed-forward and feed-back for the general case
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when the two end nodes do not know the prior distribution. It is
demonstrated through simulations that the proposed universal
scheme works asymptotically close to the case with known
prior information.

The second focus of the design is the transmission scheme,
where we propose applying channel scrambling and rateless
coding to achieve the maximum achievable secrecy capacity.

The key management of PLS scheme proposed in this paper
is simple, as the link keys are generated locally between two
communicating nodes and are used locally. A node only need to
store and update the keys to its immediate (one hop) neighbors.
PLS schemes such as the one discussed in this paper can be
seamlessly integrated with existing security mechanisms in the
upper layer to enhance the overall security level of wireless
systems.

The rest of the paper is organized as follows. Section Il gives
an overview of the transmission scheme and the node design. In
Section 111, we introduce the system model for key generation.
Section IV introduces the new quantization algorithm which
uses the feed-forward and feed-back scheme. The universal
quantization scheme is detailed in Section V. Coding with
rateless codes is discussed in Section VI. We conclude this
paper in Section VII.

Il. SECURE TRANSMISSION WITH MISMATCHING KEYS

The transmitter and the receiver under consideration have the
structure shown in Fig. 2. Both legitimate nodes, Alice and
Bob, implement a Key Generator block. Each key generator
produces a secret key string, i.e., K 4 and K g. The transmitter
encodes a message M with an inner code and then scrambles
the coded message C' with its secret key, K 4. The scrambled
data S will be transmitted directly, or alternatively, coded
with an outer code before being transmitted over the wireless
channel.

Correspondingly, a decoder implemented in the receiver to
decode the outer code is necessary. The receiver descrambles
the output of the outer decoder R with the secret key gener-
ated by its own key generator, K g, and feed the descrambled
message C'g to its inner code decoder. The receiver’s inner
decoder decodes the message. We also assume Eve has full
knowledge of the transmission scheme and is equipped with
the same functional block as in a legitimate receiver. Eve may
be able to produce a key, K g, descramble and decode the
receiver message.

In the proposed receiver, rate adaptive codes are used as
the inner code to maximize the secrecy capacity. We focus
on the performance of rateless codes in this paper. During
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Fig. 2. Transmitter and receiver structures.

the transmission of a message M, the transmitter’s encoder
continues sending out the coded stream .S until the receiver has
successfully decoded the message, M. A feedback channel is
needed for the receiver to send an acknowledgement (ACK)
or a negative ACK (NACK) back to the transmitter. The
mechanism of rateless codes guarantees that the rate of the
transmission matches the instantaneous capacity.

The process of key generation needs to be carried out before
any secure data transmissions. Alice and Bob first perform key
generations. Both nodes transmit sounding signals alternatively
to enable the other side to perform channel estimations. Key
pairs need to be updated periodically but not necessary at
every data transmission. The update frequency is determined
by the overhead. In most cases, the data packets are preceded
by preambles so that the receiver can estimate the channel
for coherent detections. Therefore, this allows the key gen-
eration/update be integrated into the transmission period and
further reduces the overhead.

The overall secrecy capacity of such a scheme is determined
by two factors:

1) The difference of the key matching rates
2) The closeness of the coding rate

The former item dictates the maximum secrecy capacity while
the latter item affects the achievable secrecy capacity. They
both need to be optimized such that overall security can be
maximized. The following sections describe how they can be
optimized separately.

I1l. SECRET KEY GENERATION
A. Secret Key Generation Based on Channel Measurements

Alice and Bob want to share a secret key by measuring the
channel response between them. With a channel reciprocity,
the channel estimates of Alice and Bob are highly correlated.
We can model Alice and Bob’s observations, X ™ and Y, as
independent and identically distributed (i.i.d.) n repetitions of
dependent random variables, X and Y, from a joint distribution
f(X,Y). Based on those correlated observations X™ and Y™,
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Alice and Bob generate a secret key by communicating over
a public channel, while the messages transmitted through the
public channel may be observed by eavesdroppers. We assume
that the eavesdropper, Eve, can only observe the channel with-
out any message modifications, i.e., a passive eavesdropper.
The messages transmitted through the channel (possibly two
way) are denoted as V.

In this paper, we focus on the case when X and Y are jointly
Gaussian; more specifically,

X=G+Wa, Y=G+Ws, (1)

where G ~ N (0, P), W4 ~ N(0,N4) and Wg ~ N (0, Np)
denote the channel response, the estimation error at Alice and
the estimation error at Bob, respectively. For simplicity, we
consider the case of Ny = Ng = N.

IV. QUANTIZATION WITH FEED-FORWARD AND
FEED-BACK

In this section, we discuss a quantization-based key gener-
ation algorithm. We use a core quantization module based on
a scalar equiprobable quantizer because of its lightweight and
its property of maximum entropy.

A. Algorithm Description

Our secure key sharing algorithm consists of the following
five steps.

1) Initialization phase: Alice and Bob agree on the quan-
tization level L and the feed-forwarding level m. Both Alice
and Bob use the same equiprobable scalar quantizer, which is
designed for a zero-mean and unit-variance Gaussian random
variable. For the L-level quantizer, the quantization boundary
¢; to indicate L intervals, (qo,q1], (q1,42], -, (qr—1,qL), iS
chosen such that [4]

= [T Fu- @

for any i € Zj,, where Q(-) denotes the Gaussian tail function
and Zr, = {0,1,---, L — 1} denotes an integer set. Here, we
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set go = —oo and ¢, = oo. Gray coding is used for mapping
the quantizer indices to bits.

For generating feed-forwarding information, each quantiza-
tion interval (g;—1,¢;] is further split into m sub-intervals,
(tic1,05tim11)s (Fim1,1,tim1,2)s -+ 5 (Fim1,m—1,ti—1,m), Where
ti—10 = ¢i—1 and t;_1 ,, = ¢;, such that each sub-interval
(ti—1,k,ti—1,k+1] for k € Z,, has an identical probability of

1
Qti—1k) — Qti—1k+1) = — (3)
For each sub-interval, we index them by 0,1, - - -
ascending order.

2) Channel sounding phase: Alice and Bob sequentially
send known training signals to each other in order to measure
the channel between Alice and Bob. Given each channel
estimate X; and Y; for any i € N,, (where n denotes the total
number of measurement times), Alice and Bob individually
quantize them into log,(L)-bit indices K (i) and Kp(i),
using the L-level equiprobable scalar quantizer. Note that the
quantization is done with a power normalization of 5 = P1+N
to have unity variance for quantizing data. The quantized data
at i € N, is then given as

Ka(i) = {j: Bxi € (¢, q541]},
Kp(i) = {j: Byi € (45, ¢j+1] }, (4)

where N,, = {1,2,...,n} is a positive integer set. After n
observations, Alice and Bob obtain nlog,(L)-bit quantized
information, K4 = [K4a(1),Ka(2),---,Ka(n)] and Kp =
[Kp(1),Kp(2), -, Kp(n)], respectively.

3) Feed-forward phase: Alice generates a log, (m)-bit feed-
forwarding data V,(i¢) from X, such that V,(:) is the sub-
interval index of the interval K 4(¢), more specifically, we can
write V,,(¢) for any 7 € N,, as follows:

Va(i) = {J : Bri € (bka(i) g tica(i),jt1]}- (%)
Through the public channel, Alice then sends an n log,(m)-bit
message, Vo, = [Vo(1),V4(2),- -, Va(n)] towards Bob where
each sub-interval index V(i) can be expressed by its binary
natural code representation with log,(m) bits. We propose one
additional step termed feed-back phase to further improve the
bit mismatch rate.

4) Feed-back phase: Upon receiving the feed-forward in-
formation V, from Alice and his own observation Y™, Bob
employs a maximum a posteriori probability (MAP) estimation
of K 4. In the MAP estimation, for each Y; = y; and V,,; = vg;
(for any i € N,;), Bob searches for the index j; such that

Ji = al;%;aXPf(ﬁXi € (45, 4j+1)|Yi = iy Vai = Vai). (6)
With the MAP estimate j; and the original quantized data
Kp(i), Bob generates feed-back information V3 (¢) which is set
to be one if j, # Kp(i) and zero otherwise, for each i € N,,.
The feed-back message V, = [V4(1), V,(2),- -, Vi(n)] of n
bits is sent to Alice through the public channel.

5) Key generation phase: Based on the feed-back message
Vi, Alice skips the corresponding K 4 () if V(i) = 1, for i €
N,,, and sets the remaining as her secret key K 4. Similarly, for
each i € N,,, Bob also skips the corresponding indices K (i)
if V,(¢) = 1 and produce his secret key using the remaining
bits.

,m—1inan
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B. Discussions

1) MAP estimation: We call the algorithm described above
MAP with feed-back key generation algorithm. For the case
that X™ and Y™ are jointly Gaussian as in (1), by noticing
that Pr(V,; = ve,|Y; = y;) is a constant for given y; and vg;,
we have

Pr(BX; € (¢j—1,4|Yi = i, Va(i) = vai)
X Pr(ﬁXz € ((ijlv Qj]v Va(i) = vaini = yz)
=Pr(BX; € (tj—100:5tj—1,00+1][Yi = ¥i)

1
Fli—1,0a; — Hi
- Q<7/3
o

1
i Gli—1,00+1 — Hi
)—Q(i——;———) (7)
1

where p; = py;, p = H_LN and o; = \/(P+ N)(1—p?).
The last equality comes from the fact that (X;|Y; = v;) ~
N(Mt; 012)

Hence, the MAP estimation in (6) is equivalent to find the in-
dex j € Zg, such that interval (¢; .., ,%;0..+1] IS the closest one
to 1; = py; in the sense of Euclidean distance. Or equivalently,
Bob will decide j; = j € Zy, if y; € (g5, @j+1] = 5(Gj, G+,
where

5ttt + ), 1<j<L-2,
00, j=L—-1

We remark here that the process of finding new quantization
regions for Bob according to feed-forward bits is slightly
different from the one described in [16]. In [16], a middle
point as in (8) is chosen as the new quantization region while
the optimal one should multiply a coefficient of l}

The procedure of finding j; is illustrated in Fig. 3 for L = 4
and m = 2. Initial quantization codebook for both Alice and
Bob is (—o0, ¢1], (g1, ¢2], (42, g3], (g3, 00). The observations of
Alice and Bob are X and Y, respectively. In this example,
Alice will guantize her observation into a two-bit information
K, = [0,1] and send a feed-forwarding data V,, = 0 towards
Bob. By observing V, = 0, Bob calculates his MAP codebook
(—OO, 61]5 (5717 (jQ]a (627 (13]7 (637 OO) USing (8): and finds Ji=1
to generate the feed-back information.

2) Security: Transmitting the messages V, and 'V, through
the public channel does not result in release of information
about the secret key. This is because V, (i) is equiprobable,
namely Pr(V, (i) = v,;) = 1/L, and V4(4) indicates only the
positions of the skipped bits.

3) Smulation results: Fig. 4 shows the performance of the
algorithm described above (with 106 runs). As we can see from
this figure, interaction between two nodes significantly im-
proves the key agreement performance in bit mismatch rate at
high SNR (higher than 10 dB), where SNR is defined as P/N.
The introduction of feed-back phase brings approximately 1
dB gain over the scheme without feed-back. To compare the
performance with the result by Wallace et al. [16], we also
plot MAP without feed-back scheme in which the feed-back
step is dropped in the algorithm. The 1-bit feed-forwarding
in [16], though slightly different from the MAP without feed-
back scheme as discussed above, achieves almost the same
performance as the optimal MAP scheme. It is shown by
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Fig. 4. Bit mismatch rate for 2-bits quantization.

simulation that the average number of skipped bits is relatively
small (less than 15%).

V. UNIVERSAL KEY GENERATION ALGORITHM

The algorithm described in the previous section assumes
prior knowledge of the joint distribution of X ™ and Y™ is
available to the nodes. However, in most of the practical
applications, we might not have such information. In this
section, we deal with this issue by introducing a universal
key generation scheme in which no prior knowledge about the
underlying joint distribution is required. The core quantization
module is a universal equiprobable quantizer described below.

A universal equiprobable scalar quantizer for an arbi-
trarily distributed random sequence X ™ is a set of in-
tervals [go,q1),[q1,42), "+ ,[qL—1,qr], and the boundary g;
(for ¢ € Z1) can be calculated as follows. Let us
sort X® = [X1,Xs,---,X,] into an ascending order
[(X(1), X(2), -+, X(ny] and dividing it into L intervals with
each interval containing equal number of X;’s, and then pick
the boundary points in an ascending order as qo,q1,--- ,qrL,
that is, go = X(1),q1 = X(n/L))s 9L = X(n)-

A. Algorithm Description

The universal key generation algorithm is described in the
following steps. We suppose that Alice and Bob pre-agree on
the quantization level L and the feed-forward data level m.
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1) Channel sounding phase: For each X; and Y; (i € N,),
Alice and Bob quantize their estimated channel information
into log,(L)-bit data K 4(¢) and Kpg(i) using the universal
equiprobable scalar quantizer described above. Gray coding
is used for mapping the quantizer indices to bits. Notice
that, Alice and Bob’s quantization codebook might not be the
same. After n channel measurements, Alice and Bob obtain
an nlog,(L)-bit data K4 = [Ka(1), Ka(2),---,Ka(n)] and
Kp = [Kp(1),KB(2), -+, Kp(n)].

2) Feed-forwarding phase:  Alice generates feed-
fowarding data by using the universal equiprob-
able quantizer to indicate m-level  sub-intervals

[@i—1,tic1,1)s [tim1,1,tic1,2)s -+ 5 [tim1,m—1,4). Let us index
the sub-intervals by 0,1, --- ,m —1 for each sub-interval in an
ascending order. Alice then sends an nlog,(m)-bit message,
V. = [Va(1),Va(2), -+, Vu(n)] towards Bob through the
public channel.

3) Feed-back phase: For each i € N,, using the feed-
forward data V, (i) = v,;, Bob decides his estimation of Alice’s
index by j; = j € Zy, if y; € (g5, Gj+1), Where

median[tj—lﬂfai-H’ tjﬂfa,i)a 1<j<L-2
00, j=L-—1.

Here, the median operation of an ordered set (¢ ;—1.v,; 41 tj,va:)
as in (9) can be implemented by looking into the ordered
sequences [X (1), X (), - , X ()] and picking the middle point
such that it divides interval (¢;_1,4,,+1,%,,) INtO two sub-
regions with equal number of sequences. Notice that this is
a little different from (8) where a Euclidean middle point
of two boundaries of (¢;_1,v,,41;%ju..) IS chosen. Bob then
sets V(i) = 1 if j; # Kp(i) and V4(i) = 0 otherwise,
for each ¢ € N, and sends an n-bit feed-back message
Vi, = [Vb(1),V(2),- -+, Vp(n)] to Alice through the public
channel.

4) Key generation phase: Using the feed-back message V ,
Alice skips the corresponding K 4(i) if V4(¢) = 1 (for each
1 € N,,), and sets the remaining as her secret key. As for Bob,
for each i € N,,, he skips the indices K (7) if V,(i) = 1 and
sets it as his secret key.

B. Smulation results

Fig. 5 plots the performance of the universal key generation
algorithm described above with 1-bit (i.e., m = 2) feed-
forwarding (with 10° runs). Here, we assume the underlying
joint distribution of X and Y is given by (1). To compare the
performance, we also present the result of MAP with feed-
back algorithm with m = 2 as in the previous section. As we
can see from the figure, the universal scheme works almost as
well as the MAP with feed-back scheme. Fig. 6 shows the per-
formance of the universal key generation algorithm when the
underlying source is uniformly distributed and the estimation
noise is assumed Gaussian. For this case, the universal scheme
outperforms the MAP with feed-back algorithm designed for
Gaussian priors as in Section llI.

V1. SECURE CODING WITH RATELESS CODES

If a positive secrecy capacity can be established, it is
necessary that the transmitter shall transmit at a rate R that
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Fig. 5. BER for 2-bits universal quantization for Gaussian source.

Universal quantization for uniform sources with Gaussian noise
T T T

T T
MAP with feedback

—#— Universal quantization with feedback
¢ | —v— Universal quantization without feedback

BER

SNR

Fig. 6. BER for 2-bits universal quantization for uniform source.

equals the C4p to achieve the allowed maximum secrecy
capacity. Unfortunately, it is difficult to estimate accurately
Cap, and moreover, the instantaneous capacity C 45 (t) varies.

Automatic Repeat Request (ARQ) is generally used to deal
with instantaneous channel capacity variation. However, it is
inefficient as information from previous transmission is thrown
away. Hybrid ARQ (HARQ) using rate-compatible codes com-
bines the original packet and the retransmitted packet(s) and is
slightly more efficient. The issue with typical rate compatible
code is the large granularity of the effective rates, For instance,
a convolutional code may be punctured to obtain rates of
R =17/8 R =3/4and R = 1/2. Certain degree of secrecy
capacity is sacrificed because of the coarse granularity.

Rateless codes, on the other hand, allows the transmitter
to gradually reduce the rate. Combining it with HARQ, we
can theoretically match the transmission rate to the exact
instantaneous capacity as the number of bits transmitted can
be arbitrarily small and we can adjust the rate at a much finer
granularity.

A. Channel Scrambling for Positive Secrecy Capacity

To obtain positive secrecy capacity, the transmitter simply
scrambles the coded data stream with the key it produced
using the scheme discussed above. The received stream is
descrambled with the receiver’s key. This is similar to a one-
time pad encryption. Our scheme, however, does NOT require
keys to be exactly the same.
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Note that in the case of a perfectly matched key pairs, the
output after descrambling is the original received message.
Mismatching bits in the keys will result in erroneous bits and
the scrambling-descrambling process is equivalent to a binary
symmetric channel (BSC), and the key mismatch rate is the
crossover rate of the BSC channel. Because the eavesdropper’s
channel has zero, or low correlation with the channel between
Alice and Bob, the crossover rate is much higher, and hence a
much worse channel for the eavesdropper.

The artificial BSC channels created by scrambling-
descrambling, can be combined with the wireless channels
between nodes, or treated separated if we insert an outer
channel code. For clarity, we consider the wireless channel
noise free in the following discussion.

B. Overview of Rateless Codes

Rateless codes, also known as Fountain codes, are a class of
codes with no fixed coding rate. The transmitter can generate
a potentially limitless sequence of encoding symbols from
a given set of information symbols. The receiver starts to
decode after receiving a sufficient number of symbols from the
channel. If it fails decoding, it will collect more symbols and
start decoding again. The process is repeated until decoding
succeeds. The transmitter keeps sending more symbols until
receiving an ACK of successful decoding from the receiver.
The number of symbols required for successful decoding
depends on the quality of the channel. Rateless codes are
especially useful for those cases where channel statistics are
not known and fixed-rate codes do not work well.

The first class of practical rateless codes, Luby Transform
(LT) codes [17], is invented in 1998. LT codes can be
represented by Tanner graph and decoded using the belief
propagation algorithm, like low-density parity-check (LDPC)
codes. Given k information symbols, an encoding symbol of
LT codes can be generated by first picking a degree d at random
according to some distribution. Then select d distinct informa-
tion symbols uniformly and XOR them to form an encoding
symbol. The transmitter and the receiver should share the same
random seed so that the decoder could construct the same
code graph as the encoder. Luby shows the Robust Soliton
distribution has excellent performance on erasure channel, but
the disadvantage is that the decoding complexity is high, i.e.,
O(klnk).

One problem with LT codes is that they exhibit an error floor
phenomenon. This can be fixed by Raptor codes proposed by
Shokrollahi [18], which combine LT codes with outer LDPC
codes. Raptor codes show no noticeable error floors, however
their rate is slightly bounded away from capacity.

C. Code Parameters and Decoding Scheme
In this paper, we focus on LT codes with the following
degree distribution [18].
p(z) = 0.007969x + 0.4935702 + 0.166220x> + 0.0726462*
+0.0825582° + 0.0560582% + 0.0372292°

+0.0555902° + 0.0250232% + 0.00031352%.  (10)

The main advantage of this distribution is that its decoding
complexity grows only as O(k). However this leads to a small
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fraction of information symbols that are not involved in any
encoding symbols. Then the bit error rate does not go to zero
even when k goes to infinity. Nevertheless in practice, LT codes
with the degree distribution in (10) still work well.

Decoding LT codes is similar to LDPC codes. Since infor-
mation symbols are not transmitted, at the decoder side, they
do not have any observation, thereby no a priori information.
Different from information symbols, encoding symbols have a
priori information, which is denoted by log likelihood ratios
(LLRs) [29]:

Pr(s = 1|re,r)
Pr(s = 0|re, i)’
where r. is the observation from the channel and r; is the
observation from the key. An a priori information is used for
the initialization of decoding. Let the LLRs of received data

from the channel be L. and the LLRs of the key be L. Then,
we have [29]

L =2tanh™ ! <tanh (%) tanh (%)) .

If the reliability of key is unknown, then K, can be treated
as error free, i.e., Ly is infinity. For this case, (12) can be
rewritten as

L=In (11)

(12)

L=(1-2K)Le, (13)

where K, is the corresponding bit in the key string of the
receiver.

D. Smulation Results

We consider a time-variant channel and compare the per-
formance of a fixed-rate LDPC code and an LT code with
the degree distribution in (10). In this simulation, we assume
the channel between Alice and Bob is a binary symmetric
channel (BSC) with crossover probability p. To consider the
time-variant property in wireless channels, we assume that p
is uniformly distributed over an interval of [0.01,0.06], and
is fixed for every 100 blocks while keep changing during the
entire simulation (10 blocks).

In each block, 1000 bits are transmitted using either an LT
code with or a fixed-rate LDPC code, whose degree distribution
is optimized according to [19]. To make fair comparison, the
parameters of the time-variant channel are the same for both
codes. This can be achieved by saving the values of p in the
first round of simulation and use it directly in the second round.

If decoding fails, the scheme using LT codes can request
more bits from the transmitter to achieve an arbitrary small
probability of decoding error. Hence, a reasonable procedure
is to set a retransmission threshold n; at the decoder side. If
the total number of received bits exceeds this threshold and
there are still bit errors, the decoder will report a block error.

Fig. 7 shows the simulation result of the two codes, wherein
the y-axis is the probability of block error and the x-axis is
the inverse of the code rate. For LDPC codes, we set a rate
of 0.65, 0.6 or 0.55, with an optimization degree [19]. For LT
codes, the rate is calculated using the average code-length in
the entire 10° blocks. Note that, if a block error is reported,
ng is chosen as the code-length in that block and a block
error is collected. In this figure, the red curve corresponds
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Fig. 7. Comparison of LT code and LDPC code for p € [0.01,0.06].

o Comparison of rateless code and LDPC code for BSC with pe [0.06,0.11]
10 T T T T T

T T T
—v— Rateless code
--| —#— LDPC code

*| —— Rateless code with soft LLR

Block error probability

10°
2.

1R

Fig. 8. Comparison of LT code and LDPC code for p € [0.06,0.11].

to the case where the LLRs of the key are known while
the blue one corresponds to the case without key reliability
information. As we can see from the figure, the LT code
achieves better performance. The probability of block error
converges to zero much faster than the fixed-rate LDPC code.
Moreover, key reliability information helps decoding and hence
achieves better performance. The same observation can be
made in another simulation where p is assumed to be uniformly
distributed in [0.06,0.11] as shown in Fig. 8.

VII. CONCLUSION

We described a transceiver design which can improve
physical-layer security for practical wireless communications.
The design combines the channel reciprocity based key gener-
ation and rate-adaptive coding. The design does not require a
perfectly matched key pair. By scrambling the transmitted data
and de-scrambling the received data with the independently
generated keys, we guarantee the legitimate receiver to have
a preferable channel compared to eavesdroppers, therefore a
positive secrecy capacity.

To improve the overall security, we optimized the key gener-
ation and secure transmissions separately. The secrecy capacity
is maximized by minimizing key mismatch rate between two
legitimate nodes. We introduced the notion of feed-forward and
feed-back techniques into our quantizer design and proposed
an MAP estimator with feed-back quantization scheme that
achieves 1dB improvement over the best known scheme in
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the high SNR regimes. Moreover, for the cases that the two
legitimated nodes do not have any prior information about the
underling statistical distribution, we proposed a universal quan-
tization scheme with feed-forward and feed-back information.
It has been verified by simulations that the proposed universal
scheme can achieve the same performance as algorithms which
require prior information.

We then investigated the scheme of applying rateless codes
for secure transmissions. Rateless codes can potentially over-
come the uncertainty from the key generation as well as
channel variation. The performance of the proposed scheme is
compared with a fixed-rate LDPC code. It is demonstrated in
the simulation that the proposed scheme achieves a significant
improvement over LDPC codes.
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