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Abstract—In recent years, “News Curation Services” that recommend news articles on the Internet to users are getting attention. In this paper, we propose a news curation service that collects and recommends “news articles” that users feel interested by using semantic relationships between terms in the articles. We define “interested” news articles as articles that users have curiosity and serendipity. The semantic relations between events terms are represented by Linked Data. We create News Articles Linked Data (candidates for recommendation to users) and User’s preferences Linked Data (users’ preferences). In order to recommend news articles to users, we first search common subgraphs between two kinds of Linked Data. The experiment showed that the curiosity score is 3.30 (min:0, max:4), and the serendipity score is 2.93 in our approach, although a baseline method showed the curiosity score is 3.03, and the serendipity score is 2.79. Thus, we confirmed that our approach is more effective than the baseline method.
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I. INTRODUCTION

Recently, web services, such as paper.li [1] and The Tweeted Times [2] that automatically gather news articles and recommend to users have been popular. The users can easily get interested information by those services called “News Curation Services”. In this paper, we propose a semantic graph application for “News Curation Services”, which recommends interested news articles according to users’ preferences. We define “interested news articles” as articles that user has curiosity and serendipity. A lot of content-based recommendation approaches, such as tf-idf use only words or terms in news articles for features of recommendation. In contrast, our approach applies semantic relation between the terms as the features. Thus, our contribution is that we extract users’ preferences more accurately than other approaches, and then recommend news articles to the users. The semantic relations between terms are represented in Linked Data.

We create two kinds of Linked Data in this paper. First, we create News Articles Linked Data, composed of sentences of news articles, which are candidates for recommendation to users. Next, we create users’ preferences Linked Data, composed of sentences of news articles that users feel interested. In order to recommend news articles to users, we search news articles by finding common subgraphs, that is, triples like term-relation-term between two kinds of Linked Data. If there is a common subgraph, we recommend news articles, which are associated with the subgraph in News Articles Linked Data to the users.

The remainder of the paper is organized as follows. Section II describes related works, and Section III describes our approach. In Section IV, we show experiments and evaluation. Finally, we conclude this paper with discussion and the future work in Section V.

II. RELATED WORK

Most of previous studies for recommendation systems based on contents have applied terms in sentences [3][4]. These recommendation systems need Bag-of-Words vectors as features. They recommend contents with frequent terms in text that users feel interested.

Capelle et al. [5] studied content-based recommendation system, which focused on terms semantics. They developed a system by applying similar terms for news articles that users already read or not. The similarity of terms was calculated by WordNet and a search engine Bing.

There is also a study for constructing Linked Data from news articles. Radinsky et al. [6] extracted news topics from sentences in news article titles for 150 years, and then constructed News Linked Data with causal relationships. Then, they tried to expect future events by tracing the Linked Data.

Ohsawa et al. [7] proposed a method for expecting for the number of “Like” in Facebook pages. They applied the information in DBpedia and made the expectation model with words similarities between Facebook pages.

As recommendation systems by using Linked Data, Khrouf et al. [8] targeted event information. They converted meta information on the event news sites, such as location, time, genre and so on to Linked Data, and recommended the event information to users. The information is searched by a hybrid approach of similarities of events’ structures and a collaborative filtering technique.

Moreover, Mirizzi et al. [9] have applied movie information in DBpedia to Vector-Space-model, and recommended movies, which users feel interested by similarity of movie information, such as genre, director and actor, etc.

Elahi et al. [10] proposed a picture recommendation system with DBpedia information.

Passant et al. [11] showed a musician recommendation system by information about musicians in DBpedia. They proposed a method for measuring semantic similarity between Linked Data as Linked Data Semantic Distance (LDSD), and then this method is applied to a lot of recommendation systems with Linked Data.
On the other hand, we put specific labels on terms in the text as Semantic Role Labeling [12] to extract semantic relations of the text, and then convert them to Linked Data. WordNet and VerbNet are used in Semantic Role Labeling.

There are many recommendation systems based on contents and Linked Data. However, to the best of our knowledge, there is no news recommendation system by using semantic relations in Linked Data.

III. PROPOSED APPROACH

We recommend news articles to users by using semantic relations of terms, since we assume that some news articles that users prefer, indicates the users’ interest. Thus, we discuss how to extract the semantic relations and to recommend news articles to users in this section. Figure 1 indicates a flow of our approach.

First, we collect news articles, that users indicated obvious interest from social bookmark sites and others, and then extract the semantic relations from the articles. The semantic relations are combinations of terms with their relations in each sentence of the articles. We assume these semantic relations include users’ preferences, and we construct User’s Preferences Linked Data.

Next, we crawl a large amount of news articles on the Internet, and extract semantic relations as well, and then construct News Articles Linked Data.

In order to recommend the news articles to the users, we search common subgraphs between User’s Preferences Linked Data and News Articles Linked Data. At this time, we also apply an “Entity Linking technique” for matching the terms (nodes of graph). Finally, we recommend the news articles associated with the subgraph in News Articles Linked Data to the users.

In details, the extraction of semantic relations of news articles is described in Section III-A. Section III-B describes how to find common subgraphs between two kinds of Linked Data. Then, we show the technique of Entity Linking in Section III-C.

A. Construction of Linked Data

1) Definition of Semantic Relation: Semantic relations are extracted from each sentence of news articles. In our previous work, Nguyen et al. [13] extracted behavioral properties from Web pages and Tweets to acquire users’ behavioral information in a specific event like a disaster. They defined event’s properties as Who, Action, What, When, Where, and so on. However, we aim to recommend news articles to users, and thus semantic relations must be simple in order to increase recommendation results. Therefore, we newly defined six new properties in this paper as follows.

- Subject (subject of an event)
- Activity (activity of an event)
- Object (object of an activity)
- Date (date an event occurred)
- Time (time an event occurred)
- Location (where an event occurred)

For example, if a news article has a sentence “Keisuke Honda has been elected to the Worst Eleven in Serie A May 21, 2014”, its semantic relations are represented in Linked Data like Figure 2. Our semantic relations are composed of multiple triples, which connect terms in the sentence. The triple is a meta-data model, which represents the relationship between two resources with a property “resource (property) → resource”. In this case, triples are “elected (Object) → Worst Eleven” and “Keisuke Honda (Activity) → elected”. Note that, a semantic relation between Subject and Activity is represented as “Subject’s term (Activity) → Activity’s term”, although other relations are represented as “Activity’s term (property) → term”.
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2) Pre-processing: In this paper, we adopted Japanese news articles as sources. Then, parentheses frequently appear in news articles and dazzle someone’s eyes. Also, they make semantic relations in a sentence more difficult. Therefore, we removed the parentheses in pre-process steps. We first split a sentence with the parentheses to string outside the parentheses and string inside parentheses to simplify the sentence. But, our previous work showed the string inside parentheses are often useless, and thus we deleted them all.

Also, we registered 7,572 locations in Japan and 150,90,897 titles of all Japanese Wikipedia articles as of December, 2014 in our dictionary.

3) Semantic Role Labeling with CRF: In order to extract the semantic relations from news articles, we apply Conditional Random Field (CRF) [14]. CRF is a machine learning technique to solve sequential labeling problems. CRF has been used in morphological analysis, part-of-speech (POS) tagging, named entity recognition [15], and group activity recognition [16], etc.

First, we extract dependency information between terms, and POS information of a sentence, and then convert them to a feature vector format for CRF. We get the dependency information from Cabocha [17], and the POS information from Mecab [18].

As a training dataset for CRF learning phase, we used sentences manually labeled in advance. Figure 3 shows an example of training data, “Keisuke Honda has been elected to the Worst Eleven in Serie A May 21, 2014”. First, we extract the labeled terms in the sentence. Then, we gather the terms for each semantic relation using dependency information. Finally, we connect these terms with semantic relations, and then convert it to Linked Data in Resource Description Framework (RDF).

As a preliminary experiment, we collected 98 sentences from 13 news articles in Japanese for our the training dataset. The articles are collected from Japanese news site, Asahi.co.jp [19] on Oct. 3, 2014. Details of the dataset are shown in Table I. We then tried to estimate properties (labels) in test sentences, but the accuracy by 10-fold cross-validations was not enough when applying CRF as it is. Especially, Subject, Time, and Location indicate low accuracies. Hence, we devised some heuristics for Time and Location. The heuristic rules are executed on the CRF results based on the dependency and POS information.

As a result, Table II shows the average accuracies for each labels become more than 80%. “Weighted Average” means the average accuracy for all labels.

4) Construction of Semantic Relation: In Figure 4, we show how to construct the semantic relations from the labeled sentences. The figure indicates a procedures of semantic relation construction from a sentence “Keisuke Honda has been elected to the Worst Eleven in Serie A May 21, 2014”. First, we extract the labeled terms in the sentence. Then, we gather the terms for each semantic relation using dependency information. Finally, we connect these terms with semantic relations, and then convert it to Linked Data in Resource Description Framework (RDF).

As a preliminary experiment, we collected 98 sentences from 13 news articles in Japanese for our the training dataset. The articles are collected from Japanese news site, Asahi.co.jp [19] on Oct. 3, 2014. Details of the dataset are shown in Table I. We then tried to estimate properties (labels) in test sentences, but the accuracy by 10-fold cross-validations was not enough when applying CRF as it is. Especially, Subject, Time, and Location indicate low accuracies. Hence, we devised some heuristics for Time and Location. The heuristic rules are executed on the CRF results based on the dependency and POS information.

As a result, Table II shows the average accuracies for each labels become more than 80%. “Weighted Average” means the average accuracy for all labels.

B. Recommendation of News Articles using Common Subgraph

In order to recommend news articles to users, we search “common subgraphs” between News Articles Linked Data and User’s Preferences Linked Data. We define “subgraphs” in Linked Data as one or more linked triples. We find common subgraphs by finding at least a common triple between two kinds of Linked Data. Common triples need common Subject, Value and Property between two triples, and thus we first try to find them for searching common subgraphs. Then, we get news articles associated with the common subgraphs in News Articles Linked Data.

We show an example of the common subgraph in Figure 5. The subgraph “Keisuke Honda (Subject) ← Activity ←
In this paper, we applied Jaccard index and Japanese WordNet for similarity calculation. Jaccard index is a string matching technique. Equation (1) indicates a formula for Jaccard index, which represents a ratio of common elements of the two sets: A and B. Here, we calculate a similarity score between the two terms by using their surfaces. Inputs are two terms and output indicates a similarity score between [0-1]. If the score is 1, A and B are matched exactly. We set a threshold score of Jaccard index as 0.5.

\[
\text{Jaccard}(A, B) = \frac{A \cap B}{A \cup B}
\] (1)
By applying Jaccard index, we can determine that “elected” and “select” are identical. However, “elected” and “chosen” are not solved only by Jaccard index. Therefore, we also applied WordNet, and search similar terms for covering a string matching’s weak point.

We show a method for searching common triples with Entity Liking in Figure 7 (SIMTRIPLE in Figure 6). Inputs are a triple in User’s Preferences Linked Data $u_{\text{triple}}$ and a triple in News Articles Linked Data $n_{\text{triple}}$. Note that the triples must have the same Property. Thus, we calculate terms similarity of Subject terms ($u_{\text{triple}.\text{subject}}$ and $n_{\text{triple}.\text{subject}}$) and Value terms ($u_{\text{triple}.\text{value}}$ and $n_{\text{triple}.\text{value}}$) in the order of exact match, WordNet, and Jaccard index.

IV. EXPERIMENT

We recommended “interested” news articles to test users with our approach. We define “interested” means curiosity and serendipity. Therefore, we set as metrics “curiosity”, “serendipity”, and “relevance” (similarity) as reference information.

A. Dataset

In order to construct News Articles Linked Data, we applied 21,105 news articles from Oct. 4, 2014 to Jan. 10, 2015. It took about an hour to construct the Linked Data with the articles. Similarly, we applied 1,471 news articles from Jan. 11, 2015 to Jan. 19, 2015 for User’s Preferences Linked Data, which was constructed in a few minutes. The news articles that construct both Linked Data are collected from Japanese news site, Asahi.co.jp. A summary of our dataset for News Articles Linked Data is shown in Table III, and a summary for User’s Preferences Linked Data is shown in Table IV.

B. Experimental Setting

We found 978 common subgraphs from the two datasets. These subgraphs were found between 142 news articles in User’s Preferences Linked Data and 578 news articles in News Articles Linked Data. Thus, 578 news articles associated with the common subgraphs could be recommended to test users. The calculation time is about 3,577 sec. However, checking a large number of articles is almost impractical for test users. Therefore, in order to reduce the news articles, we excluded the following common subgraphs.

- Properties in common triples are Date and Time.
- Number of terms in common triples is 2 or less.
- Common triple’s terms indicate tense alone.
- Common triple includes only short length terms.

The number of the reduced common subgraph was 166. These common subgraphs are composed of 62 news articles in User’s Preferences Linked Data and 126 news articles in News Articles Linked Data. Thus, we used 62 news articles in User’s Preferences Linked Data for evaluation. There were some news articles.
articles, which can recommend multiple news articles to users. But we recommended a news article from a news article that users feel interested. A news article is selected based on the similarities of triples. If the similarities are the same, we randomly chose a news article.

C. Experiment Procedure

We asked the test user to determine whether or not the recommended articles are relevant (similar to), an article that the user feels interested, and has curiosity, serendipity.

We defined the interesting articles, which users that users get attracted to and make discovery from. We then regarded the articles, which users get highly attracted as the curiosity articles, and the articles, which users make an important discovery as the serendipity articles. There are 20 test users, in which 13 test users are our university students. The test users answered in 4 levels: “I think so”, “I think so a little”, “I don’t think so a little”, and “I don’t think so”. We also conducted comparison with a baseline method using tf-idf. The method is the most famous approach for extracting feature words of sentences and it has been used for a lot of studies [22][23]. It needs term (word) frequency as tf and inverse Document Frequency as idf for calculating weights of the words. We extracted top three weighted words from an article that test users feel interested. All three words are nouns. The baseline method searches a news article contains those three words from dataset for News Articles Linked Data, and then recommends the news articles to each test user.

D. Evaluation

Table V indicates the average scores of our approach and the baseline method. Our approach showed relevance:3.06, curiosity:3.30, and serendipity:2.93 in average. In contrast, the baseline method showed relevance:3.22, curiosity:3.03, serendipity:2.79. As a result, the curiosity and the serendipity score of our approach were higher than the baseline method, although the relevance is lower than the baseline.

The reason why the baseline had a high relevance score was that the baseline method recommended news articles, which include three frequent nouns. However, semantic relations in our approach include terms of noun, verb and adjective, and so on. As a result, the baseline method directly retrieved topics represented in nouns of news articles. Our common subgraphs include several terms, which are not directly relevant to the news articles that users feel interested. However, these terms have the same semantic relations from a certain topic terms as in the news articles the users feel interested. In a sense, we believe that these variables contributed to raise the curiosity and the serendipity score, decreasing the relevance score.

Finally, we checked how many “interested” news articles were recommended to the users. If a test user determined that the curiosity and serendipity score are more than 3, we counted the news article as “good”. Then, if a test user answered that both scores are 4, we counted the new article as “excellent”. We show the result in Table VI. Our approach and the baseline method are almost the same in “good”, but our approach recommended more “excellent” news articles than the baseline method. We thus confirmed that, our approach is superior to the conventional content-based method.

V. Conclusion and Future Work

In this paper, we proposed a new “News Curation Service” by using semantic relations in news articles. Semantic relations are represented as Linked Data. We proposed an approach for constructing Linked Data from news articles and recommend news articles to users based on common subgraphs between User’s Preferences Linked Data and News Articles Linked Data. Through the experiments, we confirmed our approach can incorporate more users’ interest than the existing approach.

In the future work, we will improve accuracy of the CRF labeling and Entity Linking. In addition, we will examine patterns of common subgraphs for news recommendation. Also, we reconstruct our Linked Data schema to find more common subgraphs between two kinds of Linked Data.
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