Automatic Construction of Large Scale Image Data Set from Web Using Ontology and Deep Learning Model
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Abstract—General object recognition requires a large scale image data set and recognition accuracy depends on the image data set used for the learning. This paper proposes a method to collect only the target images using Ontology and features obtained from obtained from Convolutional Neural Network (CNN). The proposed approach constructs large scale data set automatically by expanding the range of collected images. It is shown that the proposed approach is effective by collecting the image data set and a mean accuracy 88.6% was obtained from the subjective evaluation in experiments.
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I. INTRODUCTION

General object recognition is the recognition of unconstrained image existing in the real world using computer system and this is one of the representative tasks in the computer vision. Since Convolutional Neural Network (CNN) [1] was proposed in 2012, the recognition ratio was improved dramatically. However, recognition requires a large scale image data set and the recognition accuracy depends on the image data set. Construction of large scale image data set by human requires a lot of time and human costs. Automatic or semiautomatic construction of image data set using Web image mining searching images on the Web has been reported recently [2][3] to avoid the construction by human manually. Web image mining makes it possible to obtain large scale images taken under usual conditions by various humans with low cost since searching operation is available via posting service of a large scale images such as Flicker, Bing Image Search or Google Image Search and so on.

Only the Meta information added to the image, such as title, explanation sentence or tag is still difficult to collect the target image data set. Image data collected automatically from the Web includes non-target images (noise images) and it is still difficult to apply these approach directly to the general object recognition. This paper uses the low level concept of ontology and expands to increase the number of image data set and to exclude the noise images simultaneously, then how to perform the automatic construction of a large scale image data set is proposed.

II. PROPOSED APPROACH

The proposed approach constructs a large scale image data set as follows.

Step 1 Collecting image data from Web
Step 2 Recollecting image data using the low level concept of ontology
Step 3 Integrating image data set by excluding the collected duplication images
Step 4 Removing the collected noise images

The detail is shown below.

A. Collecting Images from Web

In this section, the Step 1) will be shown. Flickr is used to collect images as a collection method. Flickr is available with keyword for searching images. Related tag is added to the uploaded image by user. Tag consists of words related to the contents of image. The proposed approach searches the related images for the added tag by using the label of constructed data set as the searching query.

B. Recorrecting Images by Low Level Concept of Ontology

In this section, the Step 2) will be shown.
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Image search by Flickr is applied according to the tags added by user. When "dog" is given as the label of image data set to construct, there are sometimes no hits even if "dog" is the target label as shown in Figure 1. However, "Chihuahua" is sometimes the tag added to the image, which is the low level concept of "dog". Recorrecting images using this low level concept of the label is used for this purpose to expand the range of correcting images. This paper uses DBpedia[4] as ontology and perform this strategy.

C. Excluding Duplication Images and Integrating Image set

In this section, the Step 3) will be shown. Integrating the corrected images is done by Step 1 and Step2. Corrected images sometimes include the case that both of the target label
and the target low level concept label are added to the image. In this case, images are corrected with duplication and processing to exclude the duplication images is necessary.

D. Removing Noise Images

In this section, the Step 4) will be shown. There is the case that noise images are included in the image corrected from Web. Noise images are inappropriate for the search query and removing noise images are necessary for the general object recognition.

Feature extraction is applied to the image \( i \) which was corrected from the Web by the search query \( q \). Here, let the number of the corrected images by the search query \( q \) be \( NI \), CNN is used as the image feature extractor, and VGG16 [5] is used as the CNN model. 4096 dimensional feature vector obtained from fc2 layer of VGG16 was used as image features \( G(i) \). Euclidian distance \( FD^q(i) \) was obtained between each image feature vector \( G(i) \) and those centroid vector \( M^q \) of all images.

\[
V T^q = \begin{cases} 
\text{Appropriate Image} & FD^q(i) \leq VT^q \\
\text{Noise Image} & FD^q(i) > VT^q 
\end{cases} 
\]  

\[
VT^q = \frac{1}{NI} \sum_{i=1}^{NI} FD^q(i) 
\]

where threshold value \( VT^q \) is given by the mean value of \( FD^q(i) \) of each image feature vector and centroid vector.

III. EXPERIMENT

Subjective evaluation was applied for whether the proposed approach adds the appropriate label for the corrected image data set or not. Image data set was constructed by correcting from Flickr and labels used for the evaluation were "cat", "crab", "elephant", "fox", "giraffe", and "lion" as the general words. 100 images are randomly extracted from the constructed image data set and 6 evaluators evaluated whether images in the constructed data set are matched for the object labels or not.

Constructed image data set is shown in Figure 2 and evaluation is shown in Table I.

### TABLE I. RESULT BY SUBJECTIVE EVALUATION [%]

<table>
<thead>
<tr>
<th>Search Keyword</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>cat</td>
<td>93.3</td>
</tr>
<tr>
<td>crab</td>
<td>94.0</td>
</tr>
<tr>
<td>elephant</td>
<td>88.3</td>
</tr>
<tr>
<td>fox</td>
<td>79.6</td>
</tr>
<tr>
<td>giraffe</td>
<td>79.5</td>
</tr>
<tr>
<td>lion</td>
<td>96.7</td>
</tr>
<tr>
<td>AVG</td>
<td>88.6</td>
</tr>
</tbody>
</table>

Table I suggests that "cat", "crab", and "lion" gave more than 90 % accuracy. "crab" included some cuisine images but noise images were removed correctly. "fox" corrected some inappropriate images including building or humans. "giraffe" was judged as zebra or kangaroo and this decreased accuracy.

IV. CONCLUSION AND FUTURE WORK

This paper proposed an automatic construction of Web image dataset by removing noise images using ontology and CNN features. Low level concept of ontology made it possible to re-correcting images and expand the range of correcting images. Removing noise images was also applied using the image features obtained by CNN for the corrected images. It was confirmed that image data set constructed by the proposed approach is available to the general object recognition. Evaluation using this generated dataset for the general object recognition is our future task.
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