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Abstract—Experiments with wireless sensor networks have
shown that links are often asymmetric or unidirectional. This
represents a serious problem for many routing protocols, which
often depend on bidirectional links. Routing protocols that
can use unidirectional links often induce a high overhead.
To overcome this problem we introduced Unidirectional Link
Triangle Routing, a routing protocol, which uses neighborhood
information, gathered actively or passively, to route around
unidirectional links. In this paper, we describe Unidirectional
Link Triangle Routing in further detail and present additional
evaluation results from different application scenarios.
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I. INTRODUCTION

This paper is an extended presentation of Unidirectional
Link Triangle Routing (ULTR) [1], a routing protocol designed
specifically to enable the usage of unidirectional links, which
was first published at Sensorcomm 2013.

A unidirectional link from a node A to a node B exists,
when node B can receive messages from node A, but node
A cannot receive messages from node B. Even though this
definition seems straightforward, there are different definitions
of asymmetric and unidirectional links in literature. This is
partially due to the fact that links change over time. Definitions
are often based on different packet reception rates, and a
difference of, e.g., more than 90% signifies a unidirectional
link. In the same definition, a difference of less than 10%
signifies a bidirectional link while all other links are called
asymmetric. However, this is just one of the many different
definitions for unidirectional, asymmetric, and bidirectional
links. In others, only two classes (bidirectional and asymmet-
ric) exist or different percent values are used.

No matter, which definition is given, there is a large number
of unidirectional links present in current sensor networks as
many experiments have shown (e.g., [2], [3], [4], [5]).

Existing protocols for wireless sensor networks or Mobile
Ad-Hoc Networks still lack the ability to handle unidirectional
links in an efficient manner. Many of those protocols deal with
unidirectional links by removing their negative impact on the
routing tables, while some of them use unidirectional links
explicitly. Making these unidirectional links usable introduces
overhead, which has to be weighted against the gain.

TABLE I
ROUTING TABLES IN ULTR
Destination | Next Hop  Link Status  Forwarder
D A bidirectional none
E B incoming C
F G outgoing none

The authors of [6] have evaluated some of the existing pro-
tocols and concluded that the gain in connectivity is not worth
the cost. While this might have been true for their scenario and
the protocols they evaluated, it is possible to have scenarios
where network separation occurs when unidirectional links are
eliminated. It is also possible to have protocols that induce less
overhead than the ones they considered.

Even though ULTR requires neighborhood information, the
overhead induced can be kept small, either by gathering
information passively, or by using information that is already
provided from other communication layers. ULTR has already
been published in, this paper takes a closer look at implemen-
tation details and offers additional insights into the usability
of ULTR in different scenarios.

This paper is structured as follows: Section II describes
ULTR in detail before a closer look at the cooperation be-
tween MAC and routing is taken in Section III. Section IV
describes the general methodology of the evaluation, followed
by Section V with details on the simulation setup and Section
VI that describes hard- and software used in the real world
experiments. The three application scenarios (sense-and-send,
single pairing and multiple pairings) along with the evaluation
results for simulations and real experiments are presented in
Sections VII to IX. We finish with a conclusion in Section X.

II. UNIDIRECTIONAL LINK TRIANGLE ROUTING

In ULTR, neighborhood information is needed. To make
a neighborhood table entry on a node A usable for ULTR,
it must at least contain the ID of the neighbor (e.g., B), the
status of the link to that neighbor (bidirectional, unidirectional-
incoming or unidirectional-outgoing) and, if the link is
unidirectional-incoming, the identity of another neighboring
node (e.g., C), which can be used to forward data to the node
in question (node B). Table I shows an example for all three
kinds of links.
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Fig. 1. Neighbor table entries in ULTR

When a node wants to transmit a message to another node
that is not included in its neighbor table or its routing table, it
starts a route discovery by transmitting a route request (RREQ)
message. This message is flooded through the network and
creates routing entries for the source on all nodes it passes. The
entries include only the next hop and the distance, resulting
in a distance-vector protocol like, e.g., AODV [7].

However, the handling is different once the destination has
been reached and transmits the route reply. When a node
receives a message that is not flooded, i.e., a route reply
(RREP) or DATA message, it checks its routing table to find
out, which of its neighbors is the intended next hop just like
in AODV. Unlike AODYV, there is another step after that one.
Once the node knows the neighbor that has been chosen to
forward the message, it checks its neighbor table to see if the
link to that node is currently a unidirectional-incoming one. If
it is, and a detour of one hop is possible, the node forwards
the packet first to the detour node, which, in turn, retransmits
the message to the intended node. Otherwise, the message is
silently discarded. Please note that broken links can be treated
just like unidirectional-incoming ones.

Figure 1 shows a small part of a network and the corre-
sponding neighborhood table entries used in this protocol: The
nodes A, B and C from the example above are connected
bidirectionally, with the exception of the link between nodes
A and B, which is unidirectional, enabling only transmissions
from B to A. The neighborhood table of node A consists of two
entries, a bidirectional one for node C and a unidirectional-
incoming one from node B, with node C denoted as designated
forwarder. The neighborhood table of node B contains node
A, which would not be possible without a two-hop neigh-
borhood discovery protocol, as node B does not receive any
messages from node A. The link is marked as unidirectional-
outgoing, and thus does not need any forwarder. The second
entry features node C with a bidirectional link, needing no
forwarder either. Finally, the neighborhood table of node C
contains nodes A and B, both marked as connected through
bidirectional links and not needing any forwarders.

Due to the fact that the unidirectional link and the detour
that is taken on the way back form a triangle, this protocol is
called Unidirectional Link Triangle Routing.

C

ULTR is similar to the link layer tunneling mechanism
proposed by the unidirectional link working group of the IETF
[8], but does not require multiple interfaces on the nodes
to communicate. Also, depending on the used neighborhood
discovery protocol, it may even be able to work with triangles,
which include more than one unidirectional link, which the
link layer tunneling mechanism cannot handle. Moreover,
ULTR works completely on the routing layer, the link layer
is not involved. This is an advantage when timeouts are used,
because the extra hop and thus longer delay are not hidden
from the routing layer.

A. Neighborhood Discovery

The neighborhood discovery protocol needed for ULTR can
be quite simple and needs only be started on a node once it
receives the first message from a neighbor, i.e., when the first
route request message is flooded into the network. Once it has
been started, the neighborhood discovery protocol regularly
transmits a message containing the IDs of all nodes from,
which this node has received messages recently and the status
of its links to and from them. When a node receives such a
hello message, it checks whether its ID is contained therein.
If it is not, the receiving node knows that it is on the receiving
side of a unidirectional link.

In other protocols, where unidirectional links are used, a lot
of overhead would now be necessary to inform the upstream
node (the sender of the hello message) of the unidirectional
link. In this protocol, the upstream node does not need to know
about its existence. The receiving node only marks the link as
unidirectional-incoming in its neighbor table.

When a node A receives a hello message via the bidirec-
tional link from node C in, which the upstream node of the
unidirectional link is listed and the link to that node (from C
to B) is marked as bidirectional, node A enters the sender of
the hello message (node C) as a forwarding neighbor into the
corresponding neighbor table entry (for node B). Please note
that this would also be possible if there was a unidirectional
link from C to B, but the proactive detection of this special
case would probably introduce a large overhead and solve only
one special case: If there is a unidirectional link from C to B
and no other neighbor of A has a bidirectional link to B.
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Fig. 2. Message types used in ULTR

When a message (RREP or DATA) is sent the reversed way,
it needs to be forwarded along a one-hop-detour. This message
can be used to inform the upstream node of the link, which is
then entered into the upstream node’s neighborhood table as
unidirectional-outgoing. Please note that for the routing alone
this information would not be necessary, indeed it would be
easy to hide the fact that the message has taken a detour.
But for the sake of timers that can be used for retries on
MAC- or routing layer, it helps to know that the delay could
be twice as high. In this case, the information about this
special link can be acquired “for free” and could be used to
solve the problem described above. The information about the
unidirectional-outgoing link can also be used by the MAC
layer not only for retries, but also to determine the right two-
hop neighborhood of a node, which is a mandatory information
for TDMA protocols.

B. Message Types

ULTR uses the standard three message types used by most
reactive routing protocols: Route Request, Route Reply and
DATA. Figure 2 shows an example for each of them.

A RREQ message contains the identity and sequence num-
ber of the source that are used for duplicate detection, followed
by the identity of the destination. The hop count is incremented
by one on each hop as usual, and the identity of the last hop
is used to build the backward route.

A Route Reply message contains sequence number and
identity of the source for duplicate detection as well as the
identity of the destination. For forwarding purposes the next
hop and, if necessary, the forwarding node are included.

The DATA packet contains the sequence number and iden-
tity of its source as well as the identity of its destination
and, of course, the application data. As the size of the data
may vary, the identities of the next hop and, if suitable, the
forwarding node needs to be inserted before the data for
alignment reasons.

C. Variations

ULTR relies on a neighborhood discovery protocol, which
supplies information about incoming and outgoing unidirec-

tional links. If neither the application nor the MAC proto-
col needs a neighborhood discovery protocol, a variation of
ULTR with passive link detection may be used. But passive
link detection means that sometimes a node does not know
about links to its neighbors, even though they are available.
Therefore, a second mode of operation is introduced: if a node
does not have a link to the next hop in its neighbor table,
it forwards the message nonetheless, with an additional flag
telling its neighbors that any of them that do have an active
link to the next-but-one hop (i.e., the siblings of the next hop)
should also forward the message.

When this variation is used, some modifications of the
message types are necessary (see Figure 3). Information about
the last hop would have to be included in RREQ messages, in
addition to the current hop. Both node IDs are stored in the
routing table. A node decides, which entry to use depending
on the overheard status of the link. If the next hop is assumed
to be connected by a bidirectional link, the normal next hop
is used. Otherwise, the message is set to alternate mode and
the next-but-one hop is used. The last hop is also used for
implicit link detection: If a node overhears the transmission
of a message in, which it is denoted as last hop, it knows
that the link between itself and the current hop denoted in the
message is currently bidirectional.

A RREP message contains three node IDs instead of only
two: The last hop ID and current hop ID are used to build the
backward route for normal and for alternate mode just as they
are used in the RREQ. The next hop ID is used for forwarding.
However, the RREP also contains a flag denoting the mode
of transmission, which can take on the values “normal” and
“alternate”. It is evaluated upon message reception to decide
if a node shall forward the message or not. In normal mode it
only forwards the message when it is denoted as next hop in
the message, in alternate mode it also forwards the message
if it has the next-but-one hop in its neighbor table.

The DATA message features the same three node IDs that
are present in the RREP message. For routing purposes alone,
the last hop ID would not be needed, but it is nevertheless
included for link status detection. The mode flag is also present
again, to enable the usage of alternate mode if the status of the
next link is unknown or known to be unidirectional-incoming.

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

54



Type = RREQ =1

International Journal on Advances in Networks and Services, vol 7 no 1 & 2, year 2014, http://www.iariajournals.org/networks_and_services/

Source Seq. Num.

Type = RREP = 2

Type = DATA =3

Destination

Source Seq. Num.

Source Seq. Num.

Source

Hop Count

Last Hop

Current Hop

Route Request

Message types in ULTR without neighborhood discovery

Destination Destination
Source Source
Hop Count Last Hop

Last Hop Current Hop
Current Hop Next Hop
Next Hop Mode
Mode
DATA
Route Reply Data

D. Advantages and Disadvantages

ULTR is a complex protocol. The complexity is the price
for the reduced number of data packet transmissions, as no
flooding of DATA packets, not even a limited one, is used.
Periodic updates of the neighborhood table ensure that the
link status information it holds is always up to date, which
also enables implicit local repair. Altogether this should lead
to a higher delivery ratio. On the downside, the usage of
hello messages also leads to more protocol overhead, as these
messages can be quite large in dense networks. Therefore, the
typical tradeoff between actuality and network load has to be
made when setting the hello period, which makes configuring
the protocol harder. On the other hand, a new option for
cooperation between MAC and routing arises.

Like all routing protocols that use unidirectional links,
ULTR also needs a MAC that can transmit over unidirectional
links. The information about the existence of the unidirectional
links probably needs to be collected to a certain extent anyway,
depending on the MAC protocol used. So either this can
be retrieved from the MAC without additional cost, or the
MAC protocol can query the routing layer for it using an
appropriate interface. More information about the cooperation
options between MAC and routing is provided in Section III.

III. COOPERATION WITH THE MAC-LAYER

ULTR was designed specifically to utilize unidirectional
links. This makes it imperative to use a MAC layer that can
also transmit over unidirectional links. Any protocol that uses
the standard request to send” - “’clear to send” mechanism is
completely unsuitable, as no clear to send message will ever
be received over an outgoing unidirectional link. Moreover,
nodes with an outgoing unidirectional link will never know
that they could be disturbing the communication between two
other nodes.

There are some improvements that allow contention based
protocols to work with unidirectional links, e.g., ECTS-MAC

[9], [10]. Some of the MAC protocols that utilize unidirec-
tional links route their link layer acknowledgments back to
the upstream nodes. For this, the neighborhood table used by
ULTR could be reused.

Plan based MAC protocols need to know the two-hop
neighborhood of each node to identify the collision domain.
Within this domain, the varying parameter (e.g., frequency
(FDMA), code (CDMA) or slot (TDMA)) needs to be unique
for each node. Therefore, a neighborhood discovery protocol is
needed, which finds these two-hop neighbors. The protocol(s)
used for ULTR could easily be enhanced to deliver this
information. Otherwise, if the MAC protocol already has its
own neighborhood discovery protocol, it only needs to make
the gathered information available to the routing protocol.

The usage of such a neighborhood discovery protocol would
also implicitly solve the “special case” of a unidirectional
link triangle with more than one unidirectional link, enabling
ULTR to make use of such links as well.

This usage of a single neighborhood discovery protocol
for both MAC and routing reduces communication overhead
and memory consumption by far. It also ensures that both
layers work on the same data. If they would use different
algorithms, different storage sizes or replacement strategies,
lots of problems could result, as described, e.g., in Murphy
Loves Potatoes [11].

IV. EVALUATION METHODOLOGY

For the evaluation, we chose a comparative approach: We
evaluated the performance of ULTR and compared the results
to those achieved by other typical routing protocols from the
world of sensor networks or MANETS. The protocol most used
in sensor network deployments was chosen as first competitor:
A tree routing based approach with retransmissions, which
is quite common in sense-and-send applications where all
nodes transmit their data to the sink regularly (e.g., [4], [11],
[12], [13]). As this may seem to be an unfair comparison,
two protocols from the MANET area were also chosen as
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competitors: DSR in the version that uses unidirectional links
[14] and AODVBR [15]. AODVBR does not use unidirectional
links, but has an interesting way of detecting them and
salvaging the data message that caused the detection. As fourth
reference protocol, Flooding is included. While it is known
that Flooding induces a lot of overhead, it can still deliver
valuable insights. In the simulations, Flooding is used to
determine the upper limit of messages that could reach the
destination. In the real world experiments carried out for this
work, the network load it generates is used to understand the
performance of the MAC protocol supplied by the hardware
in use.

The distance, measured in hops, is taken as weight function
(minimum hop routing), but other weights, e.g., residual
energy, could also be used with the same result, as all protocols
would work on the same values. Routes with a lower weight
replace older ones with a higher value in the routing tables.

The authors of [16] propose a combined evaluation method
that uses experiments with real hardware, emulation and
simulation techniques in order to speed up the deployment of
new protocols. The combination of all three methods enables
the developer to identify, which problems occur and shows
him/her where further investigation is necessary. The routing
protocols AODV, DSR and OLSR were used to evaluate the
proposed approach to protocol monitoring. The authors found
that latency and timing are crucial to the performance of
reactive protocols like AODV and DSR, because of buffering
times. The queue-ups that can result from this buffering were
apparent in the experiments, but not in the emulations. In
conclusion of this paper it can be said that all three methods
of evaluation have their own gain for a protocol developer,
if they are used correctly. For simulations, the choice of the
underlying communication model is crucial. The emulation
can be fed with real world connectivity data, and can be used to
evaluate the implications of the network stack used on the real
devices. Experiments are needed to generate this connectivity
data. It is important that for all three methods exactly the
same implementation of the protocol is used, and that this
implementation is the one that can be used directly on the
hardware, which is used in the real experiments.

Following this approach and the advice from Stojmen-
ovic [17], the same implementation was used for both sim-
ulations and real world experiments in this evaluation.

In the next section, the methods used in the simulations
are described. They enable the evaluation of the algorithms
and their ability to handle unidirectional links under controlled
circumstances (Section V). The general principle of the real
world experiments, including the chosen locations, is described
in Section VI

The actual evaluation of the routing protocols is presented
in Sections VII to IX, sorted by the application scenario in
use.

V. SIMULATIONS

All simulations were performed using the discrete event
simulator OMNeT++ [18] with the MiXiM-extension [19]. We
modified MiXiM to enable the simulation of unidirectional
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links [20]. The simulated networks consisted of four different
sizes of grids: 100 nodes (10x10), 400 nodes (20x20), 900
nodes (30x30) and 1,600 nodes (40x40). A grid alignment
was chosen to represent applications that need area coverage,
where each node is equipped with sensors that have a range
of one distance unit. But, as will be seen below, the exact
placement of the nodes is not important, because connectivity
is determined using a connectivity matrix (Section V-A). The
different numbers of nodes represent network sizes ranging
from small to huge networks, and thus increase the number
of hops needed to communicate from one end of the network
to the other. This determines the route length, which has a
tremendous impact on the performance of all routing protocols.

All simulations are restricted to the usage of a “perfect
behavior” MAC. While it is of course true that the choice of
medium access control protocol can have a strong influence
on the performance of the routing layer, the goal of the
simulations is the evaluation of the ability of the routing
protocols to work in the presence of unidirectional links, not
of their interaction with the MAC layer. Also, many of the
effects of a MAC layer, e.g., the available neighbors for each
node, would be the same for all evaluated routing protocols.
The effects could only differ between protocols, when they
are depending on the generated network load, as different
protocols transmit different types of messages with different
sizes and in different frequencies. But all of these are highly
dependent on the application, and it is not possible to evaluate
all possible application scenarios.

As simulation results are never 100% accurate, real world
experiments have been conducted, too. Details about the
methods of evaluation used for the real world experiments
are shown in Section VI. This section follows Stoijmenovic’s
advice [17], and uses a simple model in order to keep side
influences small and results interpretable.

A. Connectivity between Nodes

To simulate a certain connectivity between nodes, thousands
of connectivity matrices were generated before running the
simulations. The same generated matrices were used for all
protocols. The large number of matrices is necessary to
simulate the constantly changing nature of wireless links. As
the largest networks, consisting of 1,600 nodes, needed to be
simulated for the longest time, they also needed the highest
number of connectivity matrices: For a single simulation
17,761 connectivity matrices were needed.

In each of these matrices, a (directed) link from node A
to node B exists with a probability of a/d® where d is the
distance between node A and node B. The inverse link, from
node B to node A exists with the same probability. Therefore,
the link is bidirectional with a probability of (a/d®) x (a/d®),
unidirectional (in any one direction) with a/d® x (1 — («/d®))
and non existing with (1—(«/d®))2. The quotient (d°) reflects
the dampening induced by the distance between nodes while
« represents the probability that a link between geographically
adjacent nodes exists.

Nodes were arranged on a regular grid to reflect application
scenarios that need area coverage, e.g., vehicle tracking. As all
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nodes were arranged on a grid, nodes that are directly above,
below, right or left of a node are called direct neighbors and
their distance was defined as 1. o was varied between 0.9,
0.95 and 1, and for each value of o ten sets of matrices
with different seeds for the random number generator were
generated, leading to 30 sets of matrices per network size, and
a total of 996,120 connectivity matrices containing between
10,000 and 2,560,000 entries.

Please note that due to the fact that the matrices were
generated randomly, there is no guarantee that there always
was a path from sender to destination. Therefore, no upper
limit can be calculated, but Flooding is used as reference
protocol: The number of application messages delivered by
Flooding is taken as 100% and the delivery ratio of all
other protocols calculated accordingly.

B. Application Settings

In each simulation, each node wanted to transmit a total
of 110 messages to one or more destinations, depending on
the scenario. After the initialization phase of the network,
one message was transmitted every 100 milliseconds. To
ensure that route discovery was finished, the logging remained
inactive until all nodes had started the transmission of their
fifth message. The connectivity matrices were changed every
second. Please note that the absolute values of the time units
are not important for the simulation, only their relation (1:10).
They could also have been set to 6 seconds and one minute
yielding the same results.

C. Protocol Performance

In the simulations, logging only began once each node had
started the transmission of its fifth message. Therefore, the
theoretical optimum of delivered messages could be calcu-
lated, if connectivity could be guaranteed. But the connec-
tivity matrices were generated randomly, therefore network
separation could be possible. Flooding delivered close to
the theoretical optimum, and is used as maximum for the
simulations. For all simulations, the delivery ratio of a protocol
is defined as the number of messages delivered by the protocol
divided by the number of messages delivered by F1looding.

VI. REAL WORLD EXPERIMENTS

To evaluate the influence of medium access control and the
properties of real hardware, all protocols were evaluated on
36 €Z430-Chronos [21] sensor nodes.

All protocols use the same sensor nodes on the same loca-
tions, meaning that node O used to evaluate F1looding is the
same piece of hardware on the same location as node 0 used
in the experiments evaluating ULTR and so on. Depending on
the application scenario, the experiments were conducted on
some or all of the locations described below. Each protocol
was evaluated using a freshly charged set of batteries.

A. Application and Logging

In the real experiments, each node wanted to transmit a
message every minute. The experiments ran for one hour each,
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TABLE 11
TOTAL SIZE OF THE DEPLOYED SYSTEMS FOR DIFFERENT ROUTING
PROTOCOLS IN BYTE

protocol text data bss dec
AODVBR 14,590 0 2,260 16,850
DSR 17,760 0 3,586 21,346
Flooding 12,444 0 1,644 14,088
Tree Routing 13,234 0 1,990 15,224
ULTR 14,550 0 2,066 16,616
System without routing 11,918 0 1,418 13,336
Basic System 8612 0 994 9,606

therefore 60 messages were transmitted by the application
on each node. In all experiments, 36 nodes were placed in
a square of six times six. Each node recorded the number
of application messages it received, and all nodes recorded
the number, type and size of all messages they transmitted or
forwarded.

Like in the simulations, it was once again possible that
nodes were disconnected from the network and suffered from
network separation. Also, sometimes nodes failed due to hard-
ware problems. Therefore, the type of messages transmitted
by a node was evaluated, too. When a node only transmitted
route request messages and not a single data message, it did
obviously not find any route to the sink.

B. Protocol Performance

In the real world experiments, logging began at once.
Therefore, the theoretical optimum of delivered messages
could be calculated, if connectivity could be guaranteed, which
is never the case in real world deployments. In contrast to
the simulations, F1ooding could not be used as reference
protocol because it did not always deliver the highest number
of application messages. Therefore, the delivery ratio is de-
fined as the number of application messages delivered to their
destination divided by the number of application messages
transmitted.

C. Program Size

The size of the programs deployed on the eZ430-Chronos is
shown in Table II. Please note that the values were measured
for scenario 1 (sense-and-send, Section VII), but differ only
marginally for the other scenarios as the main components
(system and routing protocol) are always the same. Only the
application differs from scenario to scenario, but its influence
on the program size is marginal.

It can be seen on the table that DSR has by far the largest
memory footprint, concerning both flash (“text”) and RAM
(’bss”). The lowest footprint can be seen on Flooding. It
needs only about 500 Bytes flash and 200 Bytes RAM more
compared to the system without routing, most of, which is
needed for the duplicate suppression.

The basic system, including only the operating system
REFLEX [22], [23] without any scenario specific parts (no
routing protocol, no application) is also shown for comparison.
It needs 8612 Bytes of flash and 994 Bytes of RAM. Most of
the RAM consumption is due to the 10 network buffers with
64 Bytes each.
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(a) affixed to poles

(b) placed on the lawn

(c) on a stone pave-
ment

Fig. 4. A modified eZ430-Chronos sensor node

DSR did not fit on the micro controllers with the settings
used in the simulations, therefore some of them (e.g., the
number of messages that can be stored) had to be reduced
to make it fit. As DSR has the largest memory footprint, all
other protocols had no problem fitting on the micro controller
when using the same settings.

D. Experiment Locations

Four different locations were used for the real world exper-
iments:

e On a Desk

« Affixed to Poles

o Placed directly onto a lawn
o Placed directly onto stones

a) Desk Experiments: This deployment is a single hop
layout, where each node is able to receive messages from each
other node. The nodes lay directly next to each other. An old
set of batteries was used without re-charging them, because
range did not really matter in these experiments. They were
used to validate the correct operation of the protocols.

b) Poles: For the pole experiments, small poles were
deployed on the lawn in front of the main building of our
university, with about one meter distance between each of
them. Then, the sensor nodes were affixed to them using cable
straps, at a height of about 20 cm (Figure 4(a)). The pole
placement was usually used at 8am.

c) Lawn: After the pole experiments were finished and
evaluated, the nodes were reset and placed on the ground
directly next to the poles as shown on Figure 4(b). The resets
were done by disconnecting the batteries and reconnecting
them directly afterwards. The same set of batteries as before
was used on each node without charging. When using all four
locations, the lawn experiments were started at about 10 AM.

d) Stones: After the lawn experiments, the nodes were
disconnected, and poles as well as nodes and batteries col-
lected. The experiments on the stones were always started at
about 1 PM, using the same set of 72 AA batteries used in
the morning without re-charging, but the pairing of batteries
and nodes might have changed, i.e., the batteries that were
connected to node 4 in the pole and lawn experiments might
be connected, e.g., to node 27 in the stone experiments. These
experiments were conducted on the stone pavement on our
campus (Figure 4(c)).
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VII. APPLICATION SCENARIO 1: SENSE AND SEND

The application implemented for scenario 1 represents a
sense-and-send behavior that is often found in sensor net-
works: All nodes within the network wanted to transmit all
their messages to the same destination.

A. Simulation Results

The destination (sink) was fixed within a single simula-
tion, but multiple simulations with different destinations were
evaluated. For the network containing 100 nodes, all nodes
in the upper left quadrant were chosen (25 destinations),
for the network with 400 nodes this quadrant contained 100
nodes. Evaluating only one quadrant was chosen because of
the symmetry of the network, and because of run time limits
(a single simulation of Flooding in a network consisting
of 1,600 nodes took about 27 hours to complete). For the
networks containing 900 and 1,600 nodes a whole quadrant
would have meant too many simulations, therefore only the
20 most interesting nodes (the corners and the middle of each
quadrant) were chosen (20 destinations).

As 30 different connectivity change lists were used for each
destination in each network size, 4,950 simulations with run
times between 5 minutes and more than a day were necessary
for each protocol.

1) Related Work Protocols: The number of data messages
received at the sink for the reference protocols is shown in
Figure 5.

It can be seen that none of the other protocols gets anywhere
near the performance of Flooding, with DSR performing
worst. Even in the smallest network consisting of 10 times 10
nodes, both DSR versions (max route length 15 or 40) deliver
only about 10% of the messages.

The other two protocols perform better in the small network,
but show a steep decline in delivery ratio for the larger
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networks. This decline is due to the fact that even though
the number of nodes in the network and, therefore, the
maximum possible number of delivered messages increases
drastically, the total number of delivered messages increases
only marginally.

The absolute number of messages received at the sink for
the two versions of DSR is shown in Figure 6. It can be
seen that DSR delivers a nearly constant number of messages,
independent of the network size. While the number of nodes
and thus the number of application messages handed to the
routing protocol is multiplied by 16, the number of application
messages that arrive at the sink increases only marginally. This
is due to the fact that DSR suffers heavily from link changes
and longer routes change more often. Another interesting fact
about DSR is that the version with route length limited to
15 delivers more messages than the one, which allowed route
lengths up to 40 hops for all larger networks. The reason for
this seemingly strange behavior can be seen when investigating
nodes that are about 15 to 17 hops from the sink. Please
remember that the hop distance changes as links change.
Therefore, nodes might have a distance of more than 15
during their first route discovery, and less during a later one.
When only short routes are allowed and no route is found,
the messages are stored until a later route discovery finds a
route containing 15 hops at max. Then, all stored messages are
transmitted at once. These messages have a higher chance of
being delivered, as the route information is current and the path
is shorter. When using the 40 hop limit, these nodes choose the
first, long path that is found. But longer paths have a higher
probability of message loss, leading to fewer messages being
delivered in total.

The total number of messages transmitted by each of
the protocols chosen for comparison is shown in Figure 7.
Flooding naturally transmitted the most messages by far.
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Also, it can be seen that Tree Routing transmitted very
few messages, and DSR with route length 40 transmitted much
more messages than the version with route length 15.

The number of messages transmitted in order to bring a
single application message to the sink is shown in Figure
8. Even though DSR with route length 40 delivered nearly
the same amount of data as DSR with route length 15, the
high number of transmitted messages makes it the most costly
related work protocol by far. Interestingly, even though it
transmits a large number of messages, the high number of
delivered messages make Flooding the second best. Only

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

59



Flooding

100% -

98%

/———ULTR

©

3

®
L

Delivery Ratio
f
=
L

100 400 900 161
Number O%ONOdSS

Fig. 9.

scenario

Delivery ratio of ULTR and Flooding, scale starts at 90%, first

Tree Routing performs better. This is due to the fact that
Tree Routing has very low costs for delivery failures.
Nodes close to the sink are often able to deliver their messages.
Nodes that are farther away transmit their messages, and try
two retransmissions if the message is not forwarded by the
next hop. But, contrary to the other protocols, no route error
messages are generated and no new route discovery is initiated
when the retransmissions are unsuccessful.

2) ULTR: The delivery ratio of ULTR is compared to
Flooding in Figure 9. Note that the scale starts at 90%.

What catches the eye right away on the figure is that the
delivery ratio is very high and increases with network size.
ULTR seems to have reached its maximum at 97% already
in networks consisting of 20 times 20 nodes, but to be sure
more simulations with larger networks would be necessary.
These were not done for this paper for two reasons: First, the
simulation run time would be very high. A single simulation of
Flooding in the 40 times 40 network took more than a day,
and 600 of them were necessary. In 50 times 50 networks the
value would be much higher. Second, the largest network that
was simulated, 40 times 40, already contains 1,600 nodes and
it is unlikely that such large sensor networks will be deployed
for a real application in the near future. If larger networks
are deployed, it is likely that a logical partitioning of the
network would be realized on application level, and multiple
sinks would be used.

The number of messages transmitted by ULTR and
Flooding is compared in Figure 10. The figure shows that
ULTR needs a lot of message transmissions to compensate for
the missing neighborhood discovery protocols: As the protocol
was designed with the assumption that either a neighborhood
discovery protocol or the used MAC layer would supply link
information, it suffered from the absence of accurate informa-
tion. The passive overhearing that was implemented instead
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can only detect bidirectional and unidirectional incoming links,
which makes the explicit usage of unidirectional links all but
impossible. Therefore, ULTR tries to find bidirectional links,
or, if these are not available, switches to alternate mode for
one hop, which increases the network load very much when
it is initiated too often. Another problem is timing: Passive
detection of links only works when messages are transmitted,
but links change more often than messages are transmitted.
Therefore, ULTR often worked on outdated information.

The costs that the delivery of a single data message caused
on average are shown in Figure 11. ULTR produces almost

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

60



AODVBR DSR Tree Routing

100%
80%

% - 52
60% o
40% - %
17
£ 20% | =5 6 2 41 o 8 5
T 0% - — |/ C—e—
[h'd o
> Flooding ULTR
$100%
g 80% [ 100|[ 100 || 100 || 100| || 96 || o7 || o7 || o7
60% -
40% -
20% -
0% I I I I I I I I | | | |
100 400 900 1600 100 400 900 1600 100 400 900 1600
Number of Nodes
Fig. 12.  Delivery ratio of all protocols for different network sizes, first

scenario

the same costs as F1ooding with more than 1,500 messages
in the network consisting of 1,600 nodes.

3) Comparison between all Protocols: Concluding the eval-
uation of these simulations it can be said that ULTR has
achieved a much better delivery ratio in application scenario 1
than the protocols used for comparison. Only Flooding de-
livered more messages, which is why it was used as reference,
and the delivery ratio of a protocol defined as the number of
messages delivered by that protocol divided by the number of
messages delivered by Flooding (Figure 12).

Even though the simulations did not feature MAC layer
elements, it can already be seen that the protocols chosen
from related work are not able to work in an environment
with many unidirectional links and often changing links in
general. On the other hand, the results clearly show that
the developed protocol, ULTR, has achieved its design goals,
namely resistance against often changing links and usage of
unidirectional links. Only Flooding delivered better results
in the simulations, and it is known that F1ooding runs into
huge MAC layer problems when it is used on real hardware.

B. Real World Experiment Results

For the real world experiments of scenario 1, all four
different locations described in Section VI-D were used. Each
protocol was evaluated on each location, with node O in the
lower left corner as destination (sink).

The delivery ratio of each protocol is shown in Figure
13, sorted by protocol and location. For most protocols, the
number of delivered messages for the desk and pole locations
is roughly the same, as these two locations differed only
marginally. The desk location is one hop, while the pole
location contained between one and two hops on average.
The figure also shows that Flooding delivers a nearly
constant number of messages for the pole, lawn and stone
environments.

The other three reference protocols, AODVBR, DSR and
Tree Routing show a steep decline in delivered mes-
sages for the lawn and stone pavement placements. ULTR
always delivered more messages to their destination, except
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for the stones placement. The reason for the bad results from
ULTR lies in its dependency on accurate link information.
As described in Section II, ULTR tries to route messages
around unidirectional links explicitly. But in order to build
this triangle, neighborhood information is needed. The current
implementation of ULTR tries to obtain this information
passively, by overhearing forwarded messages. For a rapidly
changing environment this approach is bound to fail. It would
be interesting to see, how a protocol implementation that uses a
neighborhood discovery protocol or neighborhood information
provided by the MAC-layer would perform.

The number of protocol and data messages transmitted
by each protocol can be seen in Figure 14. Once again,
Flooding remains fairly stable throughout the locations.
While all other protocols transmitted more messages in the last
two locations (lawn, stone pavement), the number of messages
transmitted by ULTR declines. This is once more due to the
absence of accurate link information. ULTR was designed with
the assumption that link information would be available either
from a neighborhood discovery protocol or from the MAC
layer. Using only overheard messages instead does not work
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in the first two locations: When all nodes can transmit directly
to the sink and the sink never answers, all links are assumed
to be unidirectional and alternate mode is induced for every
message. Therefore, every message is flooded. As ULTR uses
a route request - route reply mechanism to find routes, the
number of transmitted messages in a single hop scenario is
even higher than that of Flooding, which only transmits
data messages.

An even more interesting fact that can be seen in the figure
is that the passive neighborhood discovery mechanism starts
to work in the multihop environments. When paths are more
than 1-2 hops in length, forwarded messages are received more
often and the nature of the links can be observed. Therefore,
even though it might seem strange, ULTR needs to transmit
fewer messages in networks with a larger diameter.

The number of protocol messages, i.e., non-data messages,
transmitted by each protocol can be seen in Figure 15. As
already seen above, ULTR suffered badly from the miss-
ing neighborhood discovery protocol. ULTR nearly always
switched to alternate mode. The huge number of protocol
messages transmitted by ULTR consisted mainly of route
request messages. In fact, a route discovery took place for
nearly each data message generated by the application in
ULTR.

Another measurement of the cost paid to deliver an ap-
plication message is shown in Figure 16. The figure shows
the total number of transmitted messages divided by the
number of application messages that reached the sink. Unsur-
prisingly, Flooding once more shows a relatively constant
performance and DSR and AODVBR show too high values.
Interestingly, Tree Routing seems to have performed quite
well. If only this figure was taken into account when choosing
a protocol, Tree Routing would be preferred. However,
the numbers presented here have to be put into perspective.
The result of Tree Routing is achieved because it uses
nearly no protocol messages, and two retransmissions are its
only reaction to message loss. No route error messages are
generated and no new route discovery is started. Therefore, the
cost of a lost application message is much lower than in the
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other protocols. DSR represents the other end of the spectrum:
When a message loss is detected there, a route error message is
created and transmitted to the originator. When the route error
is received, the route is deleted and a new route discovery
is initiated, which leads to a flooding of the whole network.
If conditions are really bad, it may even lead to flooding
the network twice. Except for the problems experienced by
ULTR in the 1-2 hop locations, it performs fairly well. But
the results also show that the number of nodes used in the real
world experiments was actually a little low - as the simulations
have shown (see Section VII-A), the big differences between
protocols can be seen better in larger networks. However, using
a few hundred nodes in the real world experiments was not
possible as there were not that many nodes available.

C. Comparison between Simulations and Experiments

The real world experiments were conducted with 36 nodes,
while the simulations featured either 100, 400, 900 or 1,600
nodes. To show that the tendencies seen in the simulations
represent those that would be achieved with a large scale
sensor network, a network consisting of 36 nodes was also
simulated.

Figure 17 shows the median of the delivery ratio of all
evaluated protocols for the two multihop experiments (lawn,
stones) and the 36 nodes simulation. Naturally, the results
of Flooding in the simulation are much better than those
achieved in the real world experiments, as F1looding suffers
heavily from the broadcast storm problem in the real exper-
iments. The used CSMA MAC layer simply cannot handle
the huge number of messages. The simulation results and
those of the two experiment settings are quite similar for the
protocols surveyed in this paper. From the protocols used for
comparison, only AODVBR shows a large difference between
simulation and real world results.

When looking at the results, which those two protocols,
AODVBR and ULTR, achieved in the real world experiments,
it can be seen that they have a strong variation in delivery ratio
between the lawn and stone experiments. This high variation
seems to imply that both protocols are especially vulnerable
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to one or more properties of the real experiments, which do
not have so much influence on the other protocols.

Both AODVBR and ULTR try to use an explicit detour
around unidirectional links, using link information detected
during route reply transmission (AODVBR) or during trans-
mission of DATA messages (ULTR). As the connectivity
measurements we conducted [2] have shown, link changes
occurred even more often than expected, making conditions
for AODVBR and ULTR harder in the real world than in the
simulations. None of the other protocols suffered as much
as these two. For DSR, an additional increase in frequency
of changes made no difference, as it could not even tolerate
the one simulated. For Tree Routing, the small network
diameter and the 2 retransmissions on each hop were enough to
deliver about 50% of application messages. The link changes
would not have influenced Flooding, but Flooding pro-
duced a very high network load, which the MAC layer could
not handle. Still, it can also be seen that the deployed sensor
network was not large enough for them to show their full
potential.

In summary it can be said that the used simulation approach
has some limitations, as it does not include the medium access
control protocol used in the real experiments. However, the
results show that the usage of connectivity matrices and the
way they were generated is close to reality, and can be used
to evaluate the influence of unidirectional links and frequent
link changes on the routing protocols. This is exactly what the
simulations were intended for as the used MAC layer and other
side effects of the used hardware might (and hopefully will)
change for future deployments. When the exact properties of
the hardware that will be used in a deployment are known
beforehand, these could be included in the simulations. Some
of the less favorable communication properties of the €Z430-
Chronos (e.g., the inability of the CCA to receive messages
during backoff) were only discovered during the connectivity
measurements [2].

Another advantage of the simulation model is the fact
that the connectivity data gathered during the connectivity
measurement experiments can easily be included. The data
that could be gathered this way was not presented in this
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work, because the number of data sets from the connectivity
experiments currently available is too small.

D. Importance of Timeouts

The implemented version of ULTR with passive link detec-
tion is heavily dependent on the timeouts that are used for the
links. If it is set too low, the links are deleted before they may
be used, even though they might still exist, resulting in a local
broadcast on every hop. If it is set too high, links are assumed
to exist, but have broken a long time ago.

The implementation of ULTR uses a timer that fires every
100 ms, and has a parameter called 1inkTimeout that
defines how many times that timer must fire before a link is
removed from the neighbor table. The results presented above
were achieved with a 1inkTimeout of 5, and resulted in
a lot of message transmissions but also fairly high delivery
ratio. To quantify the impact of the linkTimeout, the
performance of ULTR was measured with different values of
linkTimeout: 5, 10, 20, 50, 100, 200 and 500.

Figure 18 shows the delivery ratio achieved by ULTR with
the seven different timeouts. It seems that the delivery ratio
is constantly decreasing with increasing timeout lengths. This
is not surprising, since a link that has been removed from
the neighbor table results in a local broadcast. All nodes that
receive this message and know the intended next-but-one hop
retransmit the message, adding a lot of redundancy. Therefore,
removing a link too early does not result in message loss, but
in unnecessary network load. However, if the link is deleted
too late, i.e., a link is assumed to exist where it has already
broken, the message gets lost. Therefore, when considering
only the delivery ratio, using a small timeout seems favorable.

However, when the network load is considered, the choice
seems to be quite the opposite. Figure 19 shows the cost of
delivering a single application message measured in transmit-
ted messages. When using the smallest timeout of 5, about
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1,500 messages are transmitted for each application message
delivered in the network consisting of 1,600 nodes, which is
quite close to the cost of flooding the message. Therefore, the
decision, which timeout should be used is a tradeoff between
delivery ratio and network load. However, there are limits
to the choice: Increasing the timeout above 200 does not
change delivery ratio or efficiency much. Also, as the delivery
ratio is most often more important than the network load, it
is unlikely that a timeout of more than 50 would be used,
because higher timeout values lead to a delivery ratio of less
than 50%. Still, even this is much more than what the related
work protocols achieved, making ULTR a fine choice for the
evaluated network types.

VIII. APPLICATION SCENARIO 2: SINGLE PAIRING

In this scenario, all settings, including the number of
messages a node wants to transmit, are the same as in the
sense-and-send scenario. However, instead of a single sink as
destination for all messages from all nodes, each node has a
randomly chosen partner node it wants to communicate with.
This pairing of nodes was generated before the simulations
and experiments, and differs only between different network
sizes: If, e.g., node 15 is the partner of node 21 for the
network consisting of 36 nodes, this pairing remains fixed
for all protocols as well as for simulations and real world
experiments.

This pairing of nodes represents a communication pattern
for MANETSs and was chosen because two of the protocols
used for comparison (AODVBR and DSR) are MANET pro-
tocols.

A. Simulation results

In the simulations for the single pairing scenario, the same
connectivity change lists were used that have already been
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used in the sense-and-send scenario. However, as the destina-
tion was not a single fixed one for all nodes, the simulations
were not varied according to the destination. Instead, the
generated pairings were used as stated above.

Flooding was once again used to measure the upper limit
for delivered messages and the delivery ratio was defined as
the number of messages delivered by a protocol divided by
the number of message delivered by Flooding.

1) Related Work Protocols: The delivery ratio of AODV-
BR, DSR, Flooding and Tree Routing is shown in
Figure 20. For all protocols except Flooding the delivery
ratio declines with increasing number of nodes. It can be
seen that AODVBR and Tree Routing suffer the most
from the increased route length in the larger networks, as the
decline of their delivery ratio is steep. For AODVBR, building
the initial route is the crucial part. When a route has been
successfully established, the fish bone structure can be used
to salvage data packets. But since building the initial route
requires a bidirectional path and the probability of a complete
path being bidirectional decreases with route length, AODVBR
only works in small networks. For Tree Routing, building
the initial route is no problem. However, due to the dynamic
nature of links between nodes, the initial path is obsolete soon
and the two retransmissions used as reaction to message loss
are not sufficient in larger networks.

The delivery ratio of DSR also declines due to its source
routing nature. However, finding the initial route is not a prob-
lem, as DSR uses one flooding for each direction. The main
problem of DSR is its route maintenance mechanism. When
DSR detects a route break it tries to inform the originator of
the message that caused the detection of the break. Following
this, a new route discovery with all its costs takes place.

The number of transmitted messages for each protocol is
shown in Figure 21. Here, the impact of the route maintenance
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mechanism of DSR can be seen: It transmits more than
twice as many messages as Flooding as it tries to repair
broken routes. Tree Routing presents the other extreme,
it transmits nearly no messages at all, while AODVBR needs
slightly more messages.

When the network load is considered (Figure 22), the
impact of the low number of messages transmitted by Tree
Routing can be seen even better: The number of messages
transmitted to deliver a single application message would
suggest that Tree Routing is an excellent choice. However,
this fact needs to be correlated with the delivery ratio in

International Journal on Advances in Networks and Services, vol 7 no 1 & 2, year 2014, http://www.iariajournals.org/networks_and_services/

100% 1 Flooding

©

3

®
L

/\ULTR

Delivery Ratio
f
N
L

100 400 900 1600
Number o(% Nodes

Fig. 23. Delivery ratio of F1looding and ULTR, scale starts at 90%, second
scenario

most cases, and the delivery ratio of Tree Routing is the
lowest of all protocols. This is once again due to the length
of routes. Tree Routing delivers a nearly constant number
of data messages to the destination (roundabout 8,000) for the
networks with 400, 900, and 1,600 nodes, even though the total
number of application messages that is handed to the routing
protocol increases proportionally to the number of nodes in
the network.

2) ULTR: The delivery ratios of Flooding and ULTR
are compared in Figure 23. Note that the scale starts at 90%.
ULTR delivers well above 95% of application messages for
all network sizes. In fact, the performance of ULTR seems
largely independent of the network size with a slight increase
from 96% to 97% for the network with 900 nodes.

Figure 24 shows the total number of messages transmitted
by Flooding and ULTR. When these results are compared
to those of the sense-and-send scenario (Figure 10), it can be
seen that the number of messages transmitted by ULTR has
decreased.

Figure 25 shows the number of messages transmitted by
Flooding and ULTR in order to deliver a single application
message. As the delivery ratio of both protocols is nearly equal
but ULTR needs much less transmitted messages, the ratio of
ULTR is much better than that of F1ooding.

3) Comparison between all Protocols: The delivery ratio
achieved by each of the simulated protocols in the single
pairing scenario is shown in Figure 26. It can be seen
that ULTR performs better than those chosen from related
work. Moreover, the delivery ratio stays roughly the same
with increasing network size. For AODVBR, DSR and Tree
Routing the delivery ratio decreased with network size.
But most interestingly, the delivery ratio of DSR improved
drastically when compared to the sense-and-send scenario (see
Figure 12). Also, the decline in delivery ratio with increasing
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number of nodes is visible, but it is not as steep as for
AODVBR and Tree Routing.

Concluding the evaluation of these simulations it can be
said that DSR gained most from the change of application sce-
nario. This was expected, as DSR was designed for MANET
scenarios, not for sense-and-send scenarios in wireless sensor
networks. However, the delivery ratio of ULTR is still higher
than that of the related work protocols, for all network sizes.

B. Real World Experiment results

In the experiments for the single paring scenario, only two
locations were used: The desk and the stone pavement. No
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experiments were made on the poles, because of the similarity
between pole and desk scenario. On the desk, all nodes can
communicate directly while on the poles the logical distance
between nodes was only 1-2 hops even in the sense-and-
send scenario where the destination was on the corner of the
deployed grid. The pairings used in this scenario reduce the
average route length and would result in even more single
hop routes for the pole scenario, making the experiments
redundant. The lawn placement has been neglected due to its
similarity with the stone pavement placement.

Figure 27 shows the delivery ratios of all protocols that were
achieved in the real world experiments on the desk and stone
pavement. With the exception of ULTR, all protocols delivered
100% of messages in the desk scenario. This behavior has also
been seen in the sense-and-send scenario (see Figure 13) and
can be explained by the absence of up-to-date link information.
ULTR normally depends on the MAC layer or the application
to deliver neighborhood information. As none was available,
neither from MAC nor from the application, the current
implementation relies on passive gathering of neighborhood

2014, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

66



AODVBR DSR Tree Routing
80000 -
60000 — 57067
40000 -
20000 - 15523 m—
5707 6083 5595
o Flooding ULTR
& 80000 - 75263 181445
= 64558
60000 -
40000 -
26992
20000
0 -
I I I I | |
Desk Stones Desk Stones Desk Stones
environment
Fig. 28. Total number of messages transmitted by each protocol, second

scenario

information by overhearing the forwarding of messages. But
in a single hop environment not enough forwarded messages
are overheard.

In the stone pavement experiments, even Flooding did
not deliver all messages, which gives an insight into the MAC-
layer problematic experienced more or less by all protocols.
Tree Routing has a good delivery ratio in this scenario as
it does not produce too much network load and the average
path length was fairly small, making its two retransmissions a
good reaction to message loss. ULTR suffers from inaccurate
information in its neighbor tables, and often uses its fallback
mechanism. DSR is continuously trying to repair routes, and
thereby increases the network load very much, which can be
seen in the next figure.

The total number of messages transmitted by each protocol
is shown in Figure 28. For the experiments on the desk
it can be noted that ULTR transmits more messages than
Flooding, which can also be explained by the fallback
mechanism in use: When ULTR starts route discovery, the
network is flooded with a route request message. The destina-
tion receives this message and answers with a route reply but
does not know if the link to the previous hop is unidirectional
or bidirectional. Therefore, it uses the fallback mechanism,
meaning that each node that knows the next hop forwards the
message, which results in a second flooding of the network.
Now that the route has been built, the data message can
be transmitted. This process is repeated every time that the
link timeout removes a link to the destination from a nodes
neighbor table. In the stone pavement placement, the passive
neighborhood discovery works much better, leading to fewer
messages transmitted by ULTR. Here, DSR transmits more
than 57,000 messages and thus nearly as many as F1looding.
ULTR transmits roundabout 27,000 messages while AODVBR
and Tree Routing transmit about 15,000 and 8,000 mes-
sages respectively. These numbers already hint at the fact
that Tree Routing profits quite a lot from the application
setting and the small network diameter.

A more detailed look at the number of messages transmitted
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by each protocol is given in Figure 29, where only the protocol
packets are counted. Naturally, Flooding has the least
number of protocol messages as it does not use any, and all
transmitted packets are data messages. On the desk, AODVBR
and Tree Routing transmit 1,118 and 1,283 messages re-
spectively. As 36 nodes were present in the network, a flooding
of one route request or tree building message by each node
would result in 1,296 (36 x 36) transmissions. Therefore, these
three protocols transmitted the expected number of messages.
DSR and ULTR flood the network multiple times for each
route discovery, resulting in an awfully high number of route
request and route reply messages. For DSR this is due to the
specification for the operation in the presence of unidirectional
links. For ULTR it is once more due to the absence of accurate
neighborhood information.

On the stone pavement, the number of protocol messages
rises enormously for DSR, as a lot of link breaks lead to the
creation of route error messages and subsequent new floodings
of the network in order to find a new route. The lowest number
of protocol messages (apart from Flooding) is transmitted
by Tree Routing, which only transmits its tree building
messages at the start of the experiment. When this figure
is compared to the previous one, it can be seen that Tree
Routing transmitted about 6,800 data messages (7,994 total
messages - 1,204 protocol messages), meaning that most of
the time the two retransmissions took place.

The number of messages transmitted to deliver a single
application message is shown in Figure 30. As there were 36
nodes in the network, Flooding transmitted 36 messages
for each data message delivered to the destination. AODVBR,
DSR and Tree Routing transmitted exactly 3 messages
for each data message received. The high number of data
messages transmitted due to the inaccurate neighborhood in-
formation leads to a performance even worse than Flooding
for ULTR.

On the stone pavement, Tree Routing performed best.
When the delivery ratio (Figure 27) is also taken into account
it can be said that for this application scenario, network size
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and placement, the choice of routing protocol should be made
between Tree Routing, Flooding and ULTR. Tree
Routing produced the least network load per application
message delivered and should be chosen if some message
losses could be tolerated but the network load is the most
important factor. If number of delivered messages is most
important, Flooding should be used. ULTR represents a
good choice in between.

IX. APPLICATION SCENARIO 3: MULTIPLE PAIRINGS

The third application scenario, multiple pairings, once again
uses the same settings as the two previous ones, only the
application was changed. Instead of all nodes transmitting to
a single sink or one communication partner for each node,
there are multiple partners now. Each node has one com-
munication partner at the start of the simulations/experiments
and transmits the first five messages to this node. Once five
messages have been transmitted, the communication partner is
changed. This is repeated every time five messages have been
transmitted, until the total number of messages specified (110
for simulations, 60 for experiments) has been reached. The
pairings of nodes were once again generated randomly before
the start, and the same pairings were used for all protocols.

This represents a MANET scenario where all nodes only
want to exchange a few messages with a chosen partner
before communicating with a different node. The fact that each
pairing is only used for five messages results in a reduction
of the importance of route maintenance. It is much more
likely that a route is stable for five minutes than for a whole
simulation/experiment, resulting in less route errors. Instead,
route discovery rises in importance, as it is carried out after
every five application messages.

A. Simulation results

The simulations once again used the connectivity change
lists that were generated before the start, to keep network con-
nectivity equal for all protocols. As in the single pairing sce-
nario, the pairings define a different destination for each node,
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making the additional simulation parameter destination
used in the sense-and-send scenario unnecessary.

The delivery ratio remains defined as the number of applica-
tion messages delivered by a protocol divided by the number
of messages delivered by Flooding in the simulations.

1) Related Work Protocols: The delivery ratio of the related
work protocols is shown in Figure 31. For AODVBR and
Tree Routing, the number of nodes and, therefore, the
route length is much more important than the communication
pattern of the application: The changes between single pairing
and multiple pairings are marginal (compare Figure 20). The
performance of Tree Routing increased by one percent
for the largest network while that of AODVBR decreased by
two percent. A bigger difference can be seen for the smaller
networks, where AODVBR has lost 10% of its performance
compared to the single pairing scenario in the network con-
sisting of 100 nodes. This decrease in delivery ratio is due to
the fact that building the initial route is one of the weaknesses
in AODVBR. When searching for a route, the path has to be
bidirectional to enable the route reply to use the same path
as the route request. Once this path has been established, the
fish bone structure that has been built with the route replies
can be used to salvage data messages when links break. In the
multiple pairings scenario, each node needs to search routes
to 22 different nodes instead of only one.

The number of messages transmitted by the related work
protocols is shown in Figure 32. With twice the num-
ber of transmitted messages as Flooding, DSR once
more transmitted the most messages by far. AODVBR and
Tree Routing transmitted far less messages, with Tree
Routing producing the least number. When the results are
compared to those of the single pairing scenario, no substantial
differences can be discerned (compare Figure 21).
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The cost of delivering a single data message measured
in transmitted messages is shown in Figure 33. Only Tree
Routing transmitted less messages per application message
delivered than Flooding. This is once more due to the fact
that the cost of delivery failure is small in Tree Routing.
However, when the delivery ratio is also taken into account,
Tree Routing looses parts of its advantage over AODVBR.

2) ULTR: The delivery ratio achieved by ULTR is com-
pared to that of Flooding in Figure 34, note that the scale
starts at 90%. It can be seen that ULTR delivers more than
95% of application messages, regardless of network size. It
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delivers between 95% and 97%, with only a low variation
between network sizes.

The high number of delivered messages comes at the price
of an increased number of transmitted messages, as Figure 35
confirms. Here, it can be seen that the number of messages
transmitted by ULTR has risen when compared to the single
pairing scenario (Figure 24). While the number is still lower
than that of Flooding, it has gotten closer.

This high number of transmitted messages is the reason why
the performance of ULTR decreases in the multiple pairings
scenario. Figure 36 shows the performance of ULTR and
Flooding, measured in messages transmitted per application
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message delivered. The figure shows that the performance of
ULTR not much better that of Flooding in this scenario.
3) Comparison between all Protocols: The delivery ratio
of all protocols is compared in Figure 37. The related work
protocols, AODVBR, DSR and Tree Routing all show a
steep decline in delivery ratio. Interestingly, the decline of
delivery ratio is not as steep for DSR as it is for AODVBR
and Tree Routing. This is due to the fact that DSR has a
better route discovery mechanism. While flooding the whole
network twice in order to establish a route produces a lot of
network load, it also means that a route will be found in most
cases. Only if network separation occurred, no route would
be found. How long a route found this way can be used
depends on link stability, however. But since it only needs
to be used for five messages before a different destination is
selected, there is a good chance some of the five messages can
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be transmitted successfully. This can be seen in the network
with 1,600 nodes, where DSR was able to deliver one third
of application messages, meaning that between one and two
messages were delivered to each destination on average. ULTR
increases its performance with increased number of nodes.

B. Real World Experiment results

The experiments for the multiple pairings scenario featured
the same settings and locations as the experiments for the
single pairing scenario (Section VIII-B): The desk placement
was used as single hop, and the stone pavement as multihop
environment. The pole placement would have been redundant
to the desk placement while the lawn placement would have
been similar to the stone pavement environment.

The delivery ratio achieved by all protocols in the multiple
pairing scenario is shown in Figure 38. In the desk experi-
ments, all protocols reached 100% delivery ratio except for
ULTR. This is due to the passive neighborhood discovery:
Only when the forwarding of a message is overheard by a
node that has already forwarded that message and is listed
as last hop, the neighborhood discovery assumes bidirectional
links. Otherwise, links are assumed to be unidirectional. This
leads to a lot of mistakes, as nodes do not need to forward
messages in a single hop environment, meaning that all links
in the network are assumed to be unidirectional. Therefore,
the backup mechanism is always used unnecessarily, resulting
in a high network load, which in turn leads to more collisions
and message losses.

On the stone pavement, Flooding delivers most appli-
cation messages, followed by AODVBR, ULTR and Tree
Routing, which deliver about half of the messages trans-
mitted. Only DSR is far worse, with a delivery ratio of only
6%.

The total number of transmitted messages is shown for
all protocols in Figure 39. ULTR once more has the highest
number of transmitted messages for the single hop environ-
ment due to the problems with the neighborhood detection.
On the stone pavement, the passive neighborhood detection
works better, and the number of transmitted messages is
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reduced. There, Flooding transmits the greatest number of
messages while Tree Routing transmits the smallest. Still,
when considering that only 2,160 application messages were
generated it can be seen that Tree Routing often used its
two retransmissions.

The number of protocol messages transmitted by each
protocol can be seen in Figure 40. Flooding naturally did
not transmit any protocol messages, while ULTR transmitted
the most protocol messages in the desk scenario.

On the stone pavement, Tree Routing needed the least
number of protocol messages, apart from Flooding. DSR
transmitted the most protocol messages, followed by AOD-
VBR and ULTR.

The number of transmitted messages divided by the number
of delivered application messages is used to measure the
performance of all protocols in Figure 41. For the desk
placement, Tree Routing shows the best performance,
directly followed by AODVBR.

When the sensor nodes were placed on the stone pavement,
Tree Routing needed the least number of transmissions to
deliver a single application message, which is once again due
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to the low cost of delivery failure. When only the cost of an
application message delivery is considered, Tree Routing
performs best. However, Flooding delivered nearly twice
as many messages but needs to transmit three times more
messages per delivered application message to reach this in-
crease in delivery ratio. If the delivery ratio is most important,
Flooding would be chosen for such small networks and this
application scenario. If the network load is more important,
Tree Routing should be chosen.

X. CONCLUSION

Unidirectional links present a challenge for routing proto-
cols and there are a number different ways of dealing with
them.

In this paper we presented ULTR, a routing protocol that
uses unidirectional links explicitly, meaning that it needs
to know about their existence. This knowledge can either
be achieved through a neighborhood discovery protocol, or
implicitly by overhearing transmissions.

The version of ULTR described and evaluated in this paper
follows the second approach. We compared the delivery ratio
and the cost associated with it for ULTR in the version
with passive neighborhood discovery and four protocols from
related work in three scenarios and showed their advantages
and limitations. The evaluation featured simulations as well as
experiments with real sensor nodes.
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