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Abstract — This paper focuses on performance evaluation to and communications between users

study the effects of the resource management strafg in ad
hoc networks. The presented strategy is a result dhe new
outlook on the IEEE 802.11 networks capabilities ath
performance enhancement. The proposed solution iedicated
to real-time services support and is based on th@ncept of the
Resource Manager that organizes and controls the wale
traffic in the network. Novel procedures were devalped and
applied in order to organize the network and managé¢he real-
time traffic. A method for measuring and estimatingavailable
bandwidth was introduced. This method provides wiréess
station the capability of measuring the bandwidth
independently of other stations in the network. Lage-scale
simulations for different numbers of voice sourcesnd various
voice codecs have been carried out. They show arciaase of
channel utilization reaching over 80% and significat growth
of the network capacity, when synchronous transmigsn is
applied.
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in areas without
infrastructure or in all places with damaged inimacture.
From this point of view, WLANs operating in ad howde

can be a very promising solution for users, suckhasfire
brigade, rescue team, police squad or small mylitamit
[3][4]. The possible scenario is to use the adetevork for
public-safety or search-and-rescue operations.

An important issue for such network is the ability
support cooperation between two or more emergency
services, e.g., the fire brigade, police squadcueseam,
medical service. On the other hand, it must besssée that
the performance of the network decreases as théewuai
wireless users grows. For this reason, a smart amésin
should be introduced, which allows topology contaoid
network scalability [5]. The effect of the hiddeade is one
of the most difficult problems to solve, becausis intrinsic
to the nature of the WLANsS. The RTS/CTS mechanism i
not recommended for the transmission of small pacleeg.,
VolIP. A possible solution is to use an additiorighaling
channel, however it requires changes in the phlytgar.
This issue was widely discussed in [15][16].

When considering the hierarchical structure of the

This paper deals with the issue of the resourceommand system of the emergency services, diffesarks

management strategy in ad hoc wireless networksipport
real-time services [1].

of users should be taken into account. This wilecif the
priority of users, as well as the type of serviakswed.

For over ten years a permanent development of IEEE Although the most common weakness of WLANS is the
802.11 Wireless Local Area Networks (WLANS) is lpin insufficient support of the real-time services ][ the

observed [2]. Among the many advantages they offegrs
appreciated the convenience and simplicity wheressing

authors formulated a new outlook on the IEEE 802.11
network capability and possible performance enhaecg.

the network and establishing high data rate wigselesDespite the fact that there is a wide range of WKAN
connection. Thanks to the low-cost small-size dejic specifications, the issue of network optimizatitt kemains

wireless networks seem to be ubiquitous. WLAN dsvare
embedded in many different devices like noteboaksbile

open. QoS mechanisms were the subject of the |EREL&e
standard [8]. However, these mechanisms cannoiagtes

phones, Personal Data Assistants (PDAs), cametas, ethe quality of services, although they slightly moye the

Despite the fact that WLANs were originally desidnfer
data transport, today it is also demanded of thenbe
efficient for real-time services support.

Another advantage of WLANs results from the ad hodntroduced procedures. All

mode, which is a method for wireless devices t@atly

network efficiency [9].

This paper presents the general concept of thaireso
management strategy and provides information on
proposed mechanisms are
integrated with each other and interact within aaividual

communicate with each other. Operating in ad hodeno device as well as within the whole network.

allows all wireless devices within each other’s ganto
discover and communicate in a peer-to-peer manithow
involving the central access point. This mode aff@obility

The rest of the paper deals with the related w8#dc(ion
2), concept and assumptions (Section 3), the qxioriof

the proposed mechanisms (Section 4), simulatiamteeand
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their discussion (Section 5), conclusions (Sect)nand
future work (Section 7).

The voice capacity of IEEE 802.11 networks is gaini
increasing attention in the literature. Methodvaite traffic
optimization, including voice codec negotiation, diau
packets aggregation as well as the MAC protocoptadian,
can be found in many papers. In [9], the influenfehe
MAC protocol on the network performance was shotims
protocol operates in contention mode and thus tabhi
introduces the PHY layer overheads, Backoff andegtive
periods, ACK frames and retransmissions in somescéds
[10], the authors analyzed the effect of the codigg and
packet size on the voice capacity of the Distridute
Coordination Function (DCF).

In [11], dynamic Contention Window (CW) adaptation
was suggested in order to minimize the number bisms.
The idea of the voice coding bit rate adaptationttte
available network bandwidth was described in [23].
Experimental results confirmed the efficiency ok thew
scheme. The impact of different configuration pagters on
the ad hoc network performance was presented in T
following parameters were analyzed, the type ofecod
packetization interval and the data rate. In [25¢ authors
presented the results of the capacity measurenfetiieo
IEEE 802.11e network for each access category. By
analyzed the effect of the TCP traffic on VoIP atns. In
conclusion, they stated that 802.11e standard mateqh the
quality of VolP if there is TCP traffic added. Howves, it
cannot improve the capacity of the network.

Although proposed methods can
efficiency, the question as to how to guaranteeqgtredity of
services still remains open. In [14], the authagppsed to
introduce additional signaling channel to informhest
stations that the main channel is busy. This amgbroequires
modification in physical and data link layers. Fettmore,
there is still a lack of an efficient Call AdmiseicControl
(CAC) mechanism to protect voice traffic. In [18]dynamic
admission control mechanism was presented.
mechanism is based on the traffic analysis modetdter to
guarantee the QoS, however is dedicated to theonletwith
infrastructure.

RELATED WORK

Thi

[ll. CONCEPT ANDASSUMPTIONS

In the case under consideration, the aim of thevort
optimization is to get as high as possible numbevaP
streams with guaranteed voice quality. The assumeédork
operates in ad hoc mode and consists of small grbupers,
e.g., fire brigade or rescue team. In emergenaatins
they typically use voice communication. Therefotee t
authors made an assumption that there is only ype of
service, namely VolIP.

Users of the network have different ranks, whichldes
to determine some differences between prioritidsis] the
tradeoff between the available bandwidth, the afidw
number and the rank of users is introduced intaatig.
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Figure 1. Performance enhancement of WLAN for VoIP suppdt. [

The network model assumes WLAN based solution. The
authors decided to use the IEEE 802.11b standasffeaing
good throughput and modulations more resistant to
interferences, which is a real advantage of thevort
operating in ad hoc mode. MAC QoS mechanisms defime
the IEEE 802.11e standard were also taken intouatco
These mechanisms are a good starting point to enabl
prioritization and bandwidth reservation in ad hutwork
[13][14]. In particular, the authors introduced tdaptation
of aCW size to the type of frame and the rank of thexr.us

Another issue concerns the optimal balance betilezn
traffic load and the services quality in ad-hoongeks.

It is expected that the proposed range of adaptatiwl
introducing of new mechanisms will not demand ahhigst
of implementation and will be feasible.

Fig. 1 illustrates the concept of efficiency impeavent
of WLAN for VoIP support. The available bandwidtwvel
is the main factor allowing assessment of theitrdffad in
the network. Cross-layer mechanisms are cruciahébwork
performance improvement. They enable the real-tinauiic
ghaping or MAC adaptation if the available bandtviidttoo
small or if the level of service is not satisfagtofrhe CAC
mechanism prevents new VolP calls if the available
bandwidth level is too low.

In the proposed solution, the network consistsifémnt
rank users. For the sake of simplicity, high raskrs shall
be denoted as special users while the rest sha#ifeered to
as commercial users. It perfectly corresponds ¢ostienario
involving humanitarian aid operations, when volensehelp
people in service. Another example can be the tgitua
when the fire brigade, police and civilians coopenaithin
small groups while strengthening an embankmentndua
flood. However, if the available bandwidth is tomadl,
special users prevail over the network. Eventudiig,lowest
rank users can be completely blocked.

A separate question is how to assess the resooifthe
network, e.g., channel utilization. Since ad-hotwaeks are
bandwidth limited, not all measurement methods ban
applied [16][17]. From that reason, non-intrusivethods
are proposed for ad hoc networks [18].
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RT traffic shaping and if they operate in promiscuous mode, they eaeive

and process all frames. The type of received fra(REsS,
CTS, DATA, ACK) is recognized in the data link laye
Knowing the bit rate and the length of receivedrfes it

Application Layer
Transport Layer

BPCP is possible to calculate their transmission duratio the
o [T A radio channel, denoted &g in (1).
RT traffic - Joff Closed network

Closed . Data Link Layer | g °™°' triggering .

Network queueln:g - Codec negotiation _ AF _Iength (bItS) (1)
FER, T mibora it en]

Controlled | Medium Access Ctrl |data rate " AF _b|tRate (b|ts/sed

Access | VolP call A

™ Radio parameters
1 request t . o .
: SNR BER| | Bandwidih assessment Having knowledge of\- parameters, it is then possible to
[ Phsialbaver ~E determine the channel utilization coefficient fbe tinterval,
\ NSOMimitiation | _________ e.g., fromt; tot,
NSOM - Network Self-Organizing Mechanism
AM - MAC protocol Acquisitive Mode

A

tgy Hig, +.+ty, + N +NEEFS+nIDIFS
Figure 2. BPCP alignment with protocol stack. y=-a -z an n A_C: ©
2 1

Fig. 2 illustrates the proposed approach on thés hfs where:n is a number of frames;, denotes the duration
the extended protocol stack with cross-layer imisas. Of the n-th data framestac« represents the ACK frame
Bandwidth Prediction Control Protocol (BPCP) allows duration, Fig. 3.
monitoring of parameters in the physical layermnteasure

the channel utilization level and also to switch ®IA DIFS SFS  DIFS SIFS

protocol states, as explained in subsequent ssctiRaal- | DATA1 | | ACK DATA2 | [ACK | |
time (RT) traffic shaping relays on codec negatiatand 1 — > ]« > > e {
audio packets aggregation. Closed Network Modeaiseth Backoff = b Backoff a2 thek

on the concept of the Resource Manager that certrafific Figure 3. Transmission scheme in a contention mode of WLAN.

in the network.

BPCP, MAC Acquisitive Mode (AM) and RT traffic
shaping mechanisms do not enforce changes to IP2EB When the current and the previous channel utibzati
standard. These new mechanisms only enhance foatitio  levels are estimated, BPCP makes forecasts fornéhe
of the station that still operates in standard wa@josed period.

Network Mode requires completely new procedures setd To validate the model of BPCP, enabling the
of extra frames exchanged in order to organizen#taork ~ measurement of the network throughput, theoretinalysis
and the RT queue. Although stations operate acuprti ~Was performed and simulations were made using the
non-standard scheme, this mode offers a real agyamf OMNET++ v4.0 simulation tool with the INET Framewor
better channel utilization, which results in incred number Fig. 4 shows the extended WLAN sublayer of the feobi

of voice streams [26]. node. This sublayer contains Throughput Meter Im an

In the proposed solution, BPCP provides CACThroughput Meter Out components to measure allnmicg
mechanism with the knowledge of the current anceetgel  and outgoing traffic. This information is used tssess the
channel utilization. These mechanisms exchangeddte total traffic load as well as the available bandtvid
thanks to the cross-layer engineering, as the Cp&ates
outside standard WLAN sublayer.

A. Bandwidth Estimation

The available bandwidth is crucial for optimizatioithe
Wi-Fi ad-hoc network. Therefore, the authors prepgoso
implement BPCP that enables to measure the chann &
utilization level and to estimate the available daialth. ’ \

BPCP takes advantage of WLAN card drivers that kenab
the measurement of signal to noise ratio (SNRh&nRHY mE
layer and bit error rate (BER) calculation, andspas these
parameters to the Data Link Layer. If nodes opeiate
promiscuous mode, they can receive all the traffiat across S
the network. As a result, the bandwidth utilizatismssessed
in all nodes of the network independently and cardusly
for predefined periods called Sampling Intervals.

From the PHY layer point of view, stations can detke
channel state (idle - no transmission or busy rsimgssion)

tcpGeneAcSIvApp udpBAicApp

decid 480211

throughputMetern

Figure 4. The extended WLAN sublayer of the mobile node.
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TABLE I. MAC PARAMETERS

Parameter Value
DIFS 50us
SIFS 10us
Slot Time 2Qus
CWmin 32
CWmax 1023
Data Rate 2Mbit/s
PHY header 192s
MAC heade 34 bytes
ACK 304 s

For the purposes of analysis and simulation, th

following parameters were assumed: G.711 voice gode

typical protocol headers (MAC header = 30B, IPvéder
=20B, UDP header = 8B); free space propagation et
lack of mobility. The issue of mobility is cruciér NRM
determination and is the topic of further study.

The values of the MAC and PHY parameters are listed
Table I. The main attributes of the G.711 codecshm@vn in

Table II.
TABLE II. G.711CODEC CHARACTERISTICS
Codec G.711
Bit rate [kbit/s] 64
Framing interval [ms] 20
Payload [B] 160
Packets/sec 50

The results of the simulation are presented in Big.
Normal distribution of a throughput estimator waswaned,
as well as a confidence interval witk0,1 andB=1,64 (for
cumulative distribution function equal to 0,9).

The period of time required for the transmissioroné
data frame and the acknowledging frame takes néz8iys.
For that reason it is possible to send 11 acknayeed
frames during one second. Audio packets are gextetat
codec periodically every 20ms. Assuming that stetiarork
synchronously, i.e., after the first one had tratisch a
packet, the second one generates it, then it isilgesto
obtain the network throughput equal to 1,3Mb/s,. F3g
Higher traffic load will cause an increase of tlodlision rate
and a drop in network efficiency.
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Figure 5. Wi-Fi network throughput - contention mode, dati i2ZMbit/s.
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B. The Network Throughput

The purpose of the second part of the simulatios tea
assess the network throughput and then to deterthime
levels, where the BPCP triggers MAC AM and Closed
Network Mode. After preliminary tests and analysise
optimal size of the Sampling Interval was set to 1s

Experiments were performed under the assumptiat, th
the network is dedicated to the VoIP service. Cqueatly,
small size packets are transported across the rietwee
Table 1ll. The CBR encoding was applied and therirdl
between packets was set to 20ms in the first cadet@a
e40ms in the second. In both cases the number of Vol
Streams was increased until the maximum network
throughput was achieved. The collision index wasisnesd
as an additional parameter. This collision indedefined as
the number of collided frames (coming from all istas) per
the total number of frames sent across the netdwrikg the
Sampling Interval.

TABLE lIl. SIZE OF PACKETS
Case UDP payload Interval
1 408, 80B, 160B 20ms
2 160B, 240B, 320B 40ms

The results of simulations are presented below.G-and
Fig. 7 show the network throughpBtvs. the traffic loads.
These values were normalized to the data ratednrddio
channel R, which was set to 2Mbit/s. The network
throughput was measured by the BPCP component.
Assuming the Poisson process, the traffic load eefed
as follows:

©)

sta_2 T

G=Gg,,+G +Ggra_na +Ggra
whereGsra y means the traffic load coming from Station
number N.

Gsra v Can be calculated from the formula given below.

Ggay = (UDP _ Payload + OH )h 4

UDP_Payload is the product of the voice codec, e.g.,
160B for G.711 codec, whiledenotes the number of frames
sent per second.

OH represents the total overhead and consists of the
UDP, IP, MAC and PHY overheads [9].

OH =Hypp +Hip + Hyac * Hiy (®)
For the purpose of analysis, the PHY overheadfisek

as the sum of the following elemenBiFS, average size of
Contention Window, PLCP header anéreamble.

Hpyy = DIFS+CW,, +Hp, o + preamble (6)
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Typically, the bitrate of the G.711 voice codeedgial to
64kbit/s. The bitrate at the PHY layer increases tap
96,8kbit/s, when the overheads are taken into axtcou

Fig. 6 and Fig. 7 shows the relation between theonk
throughput and the traffic load when packets amegeed
with the interval of 20ms and 40ms respectivelye Thape
of the curves is very characteristic. After lingaowth of the
network throughput the effect of saturation is oted for
G/R equal to 0,5. If the traffic load exceeds 0/RGhen the
decrease of the throughput is observed, which méams
decrease of the amount of data transferred adnessetwork
due to collisions and retransmissions. The delal @acket
loss ratio exceeds the allowable level. Eventudfiythe
traffic load is still increasing, the network cae blocked
completely. As a result, almost no data is tramsteacross
the network.

If the packets interval increases, e.g., up to 40tms
effect of saturation occurs for values greater tban G/R.
When UDP Payload is set to 320B, the network iblstap

to 0,75 G/R. If 160B UDP Payload is considered, the

network throughput amounts to 0,65 for the traffi@ad
reaching about 0,78 G/R.

Fig. 8 and Fig. 9 show the collision index vs. the
normalized traffic load for the packets interval2ifms and
40ms respectively. The value of collision indexsisvhen
the traffic load increases. The change of collisiatex is
more rapid for packet of smaller size. For examfile the
packets of 40B the collision index reaches thecatitevel
0,3 for 0,38 G/R. If 160B packets are consideried,dritical
level is observed for 0,6 G/R.
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Figure 6. Normalized network throughput — packets generaiéu tive
interval of 20ms.
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Figure 7. Normalized network throughput — packets generaiéu tive
interval of 40ms.
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Figure 8. Collision index — packets generated with the iraéof 20ms.
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Figure 9. Collision index — packets generated with the iraéof 40ms.

Higher traffic load causes sudden growth of calisi,
which leads to network inefficiency.

The results presented in Fig. 6 - Fig. 9 are vensistent
when comparing packets of the same size and paaketi
interval. The effect of the network saturation aalvas the
critical level of collisions is observed for thensa value of
the traffic load.

C. MAC Protocol Sates

At the beginning of the operation, special staticas
cooperate with commercial and use standard acchssnes,
until BPCP detects insufficient bandwidth and atits the
MAC AM.

During AM mode, the Backoff interval is minimized
according to the rank of the user. As a resultcigpstations
prevail over the network. Only a small part of Hendwidth
can be hard-won by remaining users. To determire
Backoff interval, the Contention Window parameteused,
however different values have been introduced, widipg
on the rank of the user and the type of frame (@hnData,
Broadcast or RTData). It is assumed, that the tagk users
use special equipment with modified MAC parameters,
while the low rank users are equipped with comnaérci
devices operating with standard configuration,, €C§V.

If the available bandwidth is still too small, BPCP
triggers a mechanism called the Network Self-Orzjagi
Mechanism, which is responsible for creating a &los
Network Mode. From this moment on, Wi-Fi network
operates in a point-coordinated mode. Fig. 10 ptesthe
states of MAC protocol for the proposed protocdkasion.
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Figure 10.MAC protocol states.

An important issue is to determine the proper lesfel
channel utilization for triggering between MAC AMhd
Closed Network Mode. To resolve this problem, ththars
applied the Pareto optimization approach. Simutat&sults
obtained for 2Mbit/s data rate and G.711 voice code
presented below.

Fig. 11 shows the network throughput vs. traffiado
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Results of simulations performed in order to estinthe
acceptable number of VolP connections, dependinghen
type of voice codec and MAC protocol parametersain
contention mode, were widely discussed in liteeatur
[10][11][20][21]. However, the question where andwhto
implement the AC mechanism and how to manage #fféctr
still remains open. The AC mechanism is necessary t
prevent new calls if there is not enough bandwidtha
contention mode, stations are not aware of thdidridad
and try to transmit frames every time they haveaekpt to
send. For this reason, a Closed Network Mode wagsgsed
with a station named the Network Resource ManadBM)
that manages the network.

IV. CLOSEDNETWORKMODE

In this section, the Closed Network Mode was desdti
This mode enables the ad hoc network to self-orgaand
to determine the Resource Manager. Comparing td>Cie
method, the infrastructure is not required, siree standard
ad hoc node is selected to play the Resource Manalge A
set of new procedures was proposed and new frames w

Triggering levels are denoted by A, B and C. If theintroduced as presented in next subsections.

throughput reaches limit denoted by B, the statinitches
from standard mode to AM. If it reaches anotheritlim
denoted by C, the station switches to Closed Nétwiode.
Fig. 12 presents collisions vs. traffic load. Thitical level
of collisions is denoted by A. This information miag used
additionally by BPCP.
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Figure 11.Network throughput vs. traffic load (where triggerilevels are
denoted as follows: A - switch from AM Mode to stH.- switch from std.
to AM Mode, C - switch to Closed Network Mode).

—O—Collisions — =A

20O N ® o
P

Collisions [%]

PN oW
L

600 800 1000
Traffic load [kbit/s]

400 1200

Figure 12.Collisions vs. traffic load (where A denotes thitical level of
collisions).

A. Network Self-Organizing Mechanism

Network Self-Organizing Mechanism (NSOM) enables
nodes to recognize the neighborhood and to detertthia
Resource Manager.

At the beginning, all stations work in a contentionde
with standard parameters, Fig. 9. In the backgrpund
Neighbor Discovery Procedure is performed, whichdsed
on broadcasting Neighbor Request and Neighbor Regpo
frames [22]. This procedure allows recognition die t
surroundings by collecting data from other nodesnely:
received signal strength and noise, battery lemdl rank of
the station. Based on this information, each gtatio
determines its ownNRM Readiness coefficient, which
describes whether the station is ready to play tavork
manager role. This mechanism is still under impletaiBon
in OMNET++ v4.0.

If BPCP again detects the insufficient bandwidth
coincidence, a station changes the mode to AM, ewhil
Neighbor Discovery Procedure is still in the backgrd,
Fig. 13.

BPCP detects lack of bandwidth
Ad-hoc / \

Mode AM Mode Initiation

NSOM Initiation  NRM Determined

% Standard NRM %
| Access Scheme | MAC Acquisitive Mode | Determination | Controlled Access
I Neighbour Discovery Procedure I NSOM

IClosed Network Mode t

Figure 13.Network Self Organizing procedure.

When a first station detects the insufficient baiultiy it
initiates NSOM. Only stations with a certdiikRM Readiness
coefficient are allowed to participate in this phas
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f NRM,IRTa'_dmess 13107 M Readiness etermined Distribution|DIFS__ SIFS_DIFS __SIFS SIFS l
caiculation calculation RT DATA|| k| [ PATA| | Aok DATA || pok | RT Queue‘VoV\ﬁFi New
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Figure 17.RT traffic queue.
Figure 14.Neighbour Discovery procedure.

. ) . An unpredictable NRM termination may occur, e.g.aa
If necessary, information on the network topology i yesult of depletion of the battery, which shouldtéeen into
refreshed by sending Neighbour Request frame, Whichccount. In such a situation nodes will detecth &f frames

station, Fig. 14. the station with the second higheSRM Readiness
B. Real-time Traffic Management coelfficie(rjlt stflrts playi_ng this Irole.d cvork and .
. . . . n order to organize a closed network and manage
When the NRM station is determined, it sends J,gfc the following management frames were idtroed:
NRM Request broadcast frame informing that nodes ar Neighbor Request and Neighbor Response - for
allowed to call for a bandwidth reservation, Fi§. Bome nei ghborhoogl discoverin 9 P
stations respond with RT Confirm frames if they &idRT 9 9.

packets to send, Fig. 16. The NRM Request frameerg ' N&“Sir?eqﬁg:é - for initiation of the RT traffic
periodically to disseminate the list of queuedistet and . gTC gf.p f’ the bandwidth i
also the current queue limit. A more detailed desion of onfirm - for the banawliath reservation,
the algorithm can be found in [19]. e RT Queue - distribution of RT traffic queue.
The detailed description of the management frames
NRM Determined RT Queue Distributed ) structure can be found in [19]. Because all of ¢hizames
NRMReq Timeout | NRM Timeout Elapsed are of a broadcast type, all receiving stationsfareed to
BPCP detecj(s Request RT Traffic VoWiFi H I
lack of bandwidth | 4 'eT | oueuing |  Connections |Next Period. process it in the data link layer, although ackremlgement
Nsom | Closed Network Mode v is not sent. The structure of new frames is theesas
Figure 15.Channel reservation procedure. defined in the IEEE 802.11 standard for managemames

and consists of MAC Header and Frame Body contginin
information fields. The maximum size and capacity o
If the queue limit is reached &RM Req Timeout has  frames are presented in Table IV.
elapsed, the NRM station sends a RT Queue frame

containing:
° queue size: number of STAs in gueue, TABLE IV. MANAGEMENT FRAMES SIZE AND CAPACITY
* number of cycles: number of queue repetition, _ Number of
«  voice codec type, Frame Type | Frame max size [B] addresses
+ data rate, o NRM Request 240 35
» MAC address and order of stations in the queue. RT Confirm 40 1
RT Queue 280 35
New NRM  Dissemination Dissemination of the list of queued RT Queue
Determined  ©f Queue limit stations and the current queue limit Distribution
NS } !
el | e ] V. VOIP CAPACITY ANALYSIS
equest equest ueue . . .
o e e | RT e . In order to assess the time required to organieeRh
Confirm 1 || Confirm 2 || Confirm 3 Ccﬁ_ﬁ“rm Confirm N tl'affIC analytlcal |nVeSt| t f m
, gations were performeld. was

assumed that NRM is determined, avg. Backoff isabtm
10Qus and 10 nodes compete for bandwidth reservation,
Fig. 18.

Figure 16.RT traffic management.

After receiving the RT Queue frame, the first staton - R dsrous
the list is allowed to transmit after DIFS and iiges an  isdetemined RT affc quee
ACK frame after SIFS, Fig. 17. The next stationgimeue NRMTW‘
transmits data frame after DIFS. The number of esy/cl Reques]
describes how long nodes will transmit data invegiorder. STA Contim 1| conim?2 Contrm 10 !

After each transmission of DATA and ACK, stations
decrease theiffransmissionindex and are allowed to send
after it reaches zero. After a predefined numbeyofes, the
NRM station again sends a NRM Request frame to give
chance to transmit for stations that were out @fuguduring
the preceding period.

NRM
Request

NRM
Request

RT | VoWiFi
Queue

Figure 18.RT traffic scheduling procedure.

The size and the amount of frames exchanged in this
procedure are presented in Table V.
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TABLE V. AVERAGE SIZE AND NUMBER OF EXCHANGED FRAMES
Frame type Frame aE\é(]erage size Frames number
NRM Reques 10C 5
RT Confirm 40 10
RT Queue 100 1

If the data rate is set to 1Mbit/s, one cycle resfliito
schedule the RT traffic takes approximately 14md tiis
period reaches 10ms if the data rate increasedvimt/a.
Even if some level of collisions is assumed, thisation
should not exceed 20ms.

[ —8— IMbits 0+ 2Mhitls —x— 5,5Mbits -4~ 11Mbils

Channel utilization [%]
A
W\ "
5.° \\\
o
<&
<
<>
>
\
X
\
3
[>g ><\
>3

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

Number of VoIP sources

Synchronous RT data transmission in a Closed Né&twor Figure 20.Channel utilization vs. number of VolP streams®or26 voice

Mode can be verified by using an analytical as veell
simulation model. For the sake of convenience, sngrder
to apply different input parameters, the authoredus
COMNET 3 simulation tool.

The aim of simulations was to assess the channe

utilization and the number of possible simultaneMawP

calls as a function of the data rate. The following

assumptions were made:
e network stations with commercial
(G.711) with attributes defined in Table I,
* MAC/PHY parameters: SIFS = ji§, DIFS = 5Qs,
PLCP Header + Preamble = 182
¢ packets with standard protocol headers: MAC
308, IPv4 = 20B, UDP =8B.
The channel utilization vs. the number of VolP €alhd
various data rates was shown in Fig. 19 - Fig. 21.
In the phase of synchronous RT data transmisshamet
are only two cases when the channel is idle: DNwSich

precedes data frame transmission and SIFS betwatn d

frame and ACK frame.

An increasing number of VolP connections leads to
linear growth of channel utilization, up to 90%. tiee
channel utilization is unachievable. This is a hestithe fact
that although the number of frames sent in a giverod
increases for higher data rates, there are stilktemt idle
periods that separate frames.

[—#—1Mbis -0 2Mbls —X—55Mbls -4 11Mbls
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) - -
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S 60 e
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Number of VoIP sources

Figure 19.Channel utilization vs. number of VolP streams@or11 voice
codec (64kbit/s).

voice codec
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codec (32kbit/s).

Figure 21.Channel utilization vs. number of VoIP streams@r¥28A
voice codec (16kbit/s).

The delay of RT packets results from the data aai®
the sequence number of a given station in the whokie.
a\'hus, this delay does not exceed two dozens ofseiibnds.
When the data rate grows, the time needed for nresgon
of one frame becomes shorter, while DIFS and SHfgamn
on the same level. Therefore it is possible tougetmore
VoIP connections, however the channel utilizatiemrot

exceed 90%.When G.711 codec is used and the datisra

set up to 11Mb/s, up to 27 VolP calls are available
Table VI summarizes the results of experiments ahgpw

31

the maximum number of voice streams sent across the

network when synchronous transfer is applied.

TABLE VI. NUMBER OF VOICE STREAMS
Codec Data rate [Mbit/s]
1 2 55 11
G711 8 13 22 27
G726 | 13 17 25 o8
G.728A 20 28 40 46
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VI.

We have presented the concept of the resour
management strategy in ad-hoc networks for rescue
operations. This strategy is a result of the netiook on the
802.11 WLANSs capabilities and performance enhanc¢éme

A set of novel procedures was developed with a \oéw
organizing the network and managing the real-tinadfit.
These procedures were validated analytically and bifl
simulations, and results were included. The progp@sethod
of the available bandwidth measurement and estmati ']
works correctly. The triggering levels were deterad to
switch the MAC protocol mode operation: StandardhGM
Acquisitive Mode or Close Network Mode.

The procedure of RT data synchronous transmissi@n i
Closed Network Mode was verified by simulation. &tsof
tests allowed estimating the channel utilizatioriexing
over 80% when synchronous transmission was appfidte
number of stations in a queue is set correctlydtiay of the
RT data frame transmission is limited to two dozerfis
milliseconds and is determined mainly by the date.r

The proposed mechanisms were developed as a oésulty;y,
a completely new approach to the support of RT data
transmission in 802.11 ad-hoc network. They erstaimdard
procedures and enable an efficient utilizatiorhef thannel.

CONCLUSIONS [3]

(5]

(8]

(9]

[10]

[12]

VIl. FUTURE WORK

In this article, we have only presented the resmurc
management strategy to support VolIP traffic. Wecdlesd
the procedures enabling the organization of netwemkl
real-time traffic management.

(13]

[14]

The presented results were obtained under the
assumption that only UDP traffic is transferredosasr the
network. For future research it would be interestio study  [15]

the effect of the TCP traffic on the network capador
VolIP. Based on this work, we are going to invesddaw to
efficiently manage the network where VolP streams a
combined with the TCP flows.

The issue of nodes mobility is crucial for NRM [17]
determination and will be the topic of further stud

Furthermore, we would like to devote attention he t
aspect of the distributed network management. ificisides
optimization of the scheme for determining the seeoy
resource manager when the first manager terminates
unpredictably. [19]

[16]

(18]
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