Performance Evaluation of Object Representations in Mean Shift Tracking
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Abstract—Mean shift tracking is a real-time capable object tracking approach that is not restricted to a specific object category. Several target object representations based on a feature distribution within an object region have been proposed for mean shift tracking. Quantitative performance metrics for the evaluation of object representations in mean shift tracking are mainly based on a comparison against ground truth data, which is often not available or requires considerable effort for its creation. In this paper, our main contribution is a novel approach for the quantitative evaluation of object representations in mean shift tracking, that does not rely on any ground truth data. Our approach is based on multiple hypotheses for the object location which initialise the mean shift tracking algorithm. The tracking result is then treated as random process and a quantitative metric is derived from its properties. Finally, the evaluation approach is applied to various object representations and test sequences. The findings demonstrate that the usage of multi-part object representations is beneficial if the representation captures the spatial colour distribution of the object.
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I. INTRODUCTION

The expansion of mobile networks and the spread of mobile devices allow for a universal multimedia access (UMA) in heterogeneous environments [1]. This requires an adaptation of the multimedia content in order to meet the current user situation such as the available data rate or the display device capability. However, considering only the technical requirements in the adaptation process does not necessarily ensure an optimal user experience. Current developments therefore aim to focus on the user and try to adapt the multimedia content with respect to the user preferences as well. The vision of user-centric convergence of multimedia is generally known as universal multimedia experience (UME) [2].

In this context, video adaptation and presentation techniques have become popular that are guided by region of interest (ROI) information. ROI-based video transcoding, for example, allows to reduce the quality of the different regions according to their importance, whereas ROI-aware rich media presentations allow for the interaction with the ROIs [3]. Consequently, these adaptation systems demand automatically created video annotations. Though a clear definition of an ROI cannot be given in general, it is commonly assumed that video objects might be of interest to the user. An automatic detection of arbitrary objects, however, is infeasible in practise. In principle, objects can only be detected when the underlying model assumptions are met. Thus, object detectors that have been trained for a specific appearance of an object, typically have a limited generalisation ability, e.g. they are not able to handle arbitrary deformations or occlusions. Hence, a reliable detection is generally not possible for the complete video, but for certain frames. In order to fill this gap, tracking approaches are necessary that allow to track the detected object and ROI, respectively.

Object tracking comprises an estimation of the target object state based on previous state estimations and the processing of visual information of the current frame. Though several real-time capable tracking methods have been proposed in literature [4], mean shift tracking is of particular interest as it allows for a generic modelling of the object’s appearance by a probability density function (PDF) of features [5] and is thus not restricted to a specific object category. It seeks a mode of a similarity function between the target model and a candidate model by iterative computations of mean shift updates. A widespread feature is colour information whose distribution is encoded by a histogram. In order to gain a more distinct object representation, enhanced object representations for mean shift tracking have been proposed in form of multi-part object regions [6] [7].

In order to investigate the suitability of these object representations, in this work a novel quantitative evaluation method is proposed. Common approaches for the evaluation of tracking algorithms and object representations are based on ground truth data such as object centroids or bounding boxes [8] [9]. Object representations for mean shift tracking have been particularly evaluated based on the dice coefficient and the distance of the tracker centroid to the ground truth centroid [10]. The object centroid does, however, not correspond to the mode of the similarity function which is sought by the mean shift tracking. Furthermore, the mode of the similarity function varies dependent on the underlying object representation.
Therefore, we propose an evaluation approach which is independent on ground truth data and focused on the convergence behaviour of the mean shift tracking for different object representations. Based on multiple tracking initialisations drawn from an input random process, the mode to which mean shift tracking converges is treated as random process. Its stochastic properties are used to derive a metric allowing for an analysis of tracking accuracy and robustness of different object representations.

The rest of this paper is organised as follows: In Section II, the mean shift tracking of the target object location is explained and some object representations are presented. In Section III, we present a novel approach for the performance evaluation of object representations in mean shift tracking. Results are provided in Section IV. Finally, Section V concludes and discusses future work.

II. MEAN SHIFT TRACKING

A. Object Representation

The target object is represented by a target model which comprises the PDF of features within an object region. A target candidate at a candidate location is computed according to the same object representation and is evaluated against the reference target model during the course of tracking. Mean shift tracking based on colour features encodes the PDF of colours by a normalised kernel-weighted M-bin histogram [5] at which the weighting kernel \( K(x) \) is centred at the target object. The target model \( q = \{ q_u \}_{u=1,...,M} \) and a candidate model \( p(y) = \{ p_u(y) \}_{u=1,...,M} \) at location \( y \) are then computed by:

\[
q_u = C \cdot \sum_{n=1}^{N} K(y_n - x_u) \delta(b(x_n) - u) \tag{1}
\]

\[
p_u(y) = C_h \cdot \sum_{n=1}^{N} K\left( \frac{y - x_n}{h} \right) \delta(b(x_n) - u) \tag{2}
\]

Here, \( u \) denotes an index of a histogram bin, \( b(\cdot) \) yields the bin index of the colour at pixel position \( x_u \), \( \delta(\cdot) \) is the Kronecker delta function, \( N \) the number of pixels within the object region, and \( C \) and \( C_h \) are normalisation constants. Since the scale of the object may vary, the width \( h \) of the kernel function must be adapted to the size of the object region.

B. Mean Shift Update

Mean shift has been proposed as technique for seeking the mode of a density estimation [11] based on sample observations \( \{ x_n \} \) which may be weighted by weights \( \{ w_n \} \). In the context of video object tracking, the samples \( \{ x_n \} \) represent the pixel positions within the object region of the target and the target candidate, respectively.

Based on a kernel function \( G(x) \) centred at a location \( y_{j-1} \), a mode estimation \( y_j \) of the weighted kernel density estimation \( \hat{f}_{K,h}(x) \) in (3) is provided by the weighted mean shift update in (4).

\[
\hat{f}_{K,h}(x) = \frac{1}{N} \sum_{n=1}^{N} w_n K\left( \frac{x - x_n}{h} \right) \tag{3}
\]

\[
y_j = \frac{\sum_{n=1}^{N} w_n y_n G\left( \frac{y_{j-1} - x_n}{h} \right)}{\sum_{n=1}^{N} w_n G\left( \frac{y_{j-1} - x_n}{h} \right)} \tag{4}
\]

The kernel functions \( K(x) \) and \( G(x) \) are related through their defining profiles \( k(x) \) and \( g(x) \) at which \( g(x) = -k'(x) \) holds and \( K(x) \) denotes the shadow of \( G(x) \) [11]. The sequence \( \{ y_j \} \) converges to the true mode of \( \hat{f}_{K,h}(x) \) which indicates the most likely location of the target object. As depicted in figure 1, mean shift location tracking comprises iterative mean shift updates until a maximum number of iterations or convergence are reached.

The actual weight \( w_n \) at pixel position \( x_n \) is derived from a Taylor series expansion of the Bhattacharyya coefficient \( \rho(q, p(y)) \) similarity measure between the target model and a candidate model around a candidate model \( p(y_0) \) [5]:

\[
\rho(q, p(y)) = \sum_{u=1}^{M} \sqrt{p_u(y)} q_u \tag{5}
\]

\[
w_n = \frac{\sum_{u=1}^{M} q_u \sqrt{p_u(y_0)} \delta(b(x_n) - u)}{\sum_{u=1}^{M} \sqrt{p_u(y_0)} \delta(b(x_n) - u)} \tag{6}
\]

Different approaches for the setting of weights \( \{ w_n \} \) are however possible such as target model back-projection [13] or various schemes for background incorporation [14].

The mean shift tracking algorithm can be extended to estimate the scale \( \sigma \) and orientation \( \phi \) by mapping of Cartesian location coordinates \( x \) to a 4-dimensional state space \( \Gamma = (x^\top, \sigma, \phi)^\top \) and computing the mean shift updates in the 4-dimensional state space [15].
C. Multi-Part Object Representation

Multi-part object representations divide the object region into subregions to provide a more distinct description of the features in the spatial domain. In contrast to holistic (HOL) object representations illustrated in Fig. 2(a) they provide information about the distribution of features for each sub-region of the object region. Various fixed approaches for the spatial division of the object region exist [10]. For our evaluation we consider the cross (CMP) and stack (SMP) approach illustrated in Fig. 2(b) and Fig. 2(c).

III. QUANTITATIVE TRACKING EVALUATION METRIC

The mean shift procedure constitutes a gradient-based mode estimation technique and is therefore only able to locate a local mode of a density function estimation. It is particularly sensitive to different mean shift initialisations which may result in convergence to different modes. Criteria of interest for the evaluation of object models for mean shift tracking include the accuracy of convergence and the robustness of convergence for different initialisations.

In this context, robustness of convergence denotes invariance under poor initialisations and accuracy of convergence denotes the compliance of the estimated mode with the global mode of the multi-modal similarity function. In the following a quantitative metric is derived based on the modelling of the mean shift tracking as random process, which allows for an analysis of the above mentioned criteria.

A. Random Process Modelling

The target object state $\chi_k$ to be estimated by the mean shift tracking algorithm is application-specific and may comprise the object location, orientation or scale. Basically, it can be modelled by the following linear system and measurement equations:

$$\chi_k = \chi_{k-1} + n_k$$  \hspace{1cm} (7)

$$y_k = \chi_k + e_k$$  \hspace{1cm} (8)

The hidden object state $\chi_k$ follows from an unknown state transition which is modelled by an additive system noise process $n_k$. Thus we are able to model the state uncertainty caused by the object’s motion or deformation, for example. A measurement $y_k$ of the state $\chi_k$ is obtained from the result of the mean shift tracking algorithm and yields a state estimation which ideally resembles the state $\hat{\chi}_k$. However, as the measurement depends on the mean shift initialisation, a measurement noise process $e_k$ is introduced representing the error of the mean shift tracking caused by poor initialisations.

The basic idea is to derive a quantitative performance metric from the unknown distribution of the measurement noise process $e_k$ estimated by a Monte Carlo simulation, which is driven by a predefined system noise process $n_k$

Thereby a set of a priori particles $\{\hat{\chi}_{k,i}\}$ is predicted from an initial object state $\hat{\chi}_{k-1}$ according to the system equation (7):

$$\hat{\chi}_{k,i} = \hat{\chi}_{k-1} + n_{k,i}$$  \hspace{1cm} (9)

Note, that the set of particles $\{n_{k,i}\}$ represents the pre-defined system noise process $n_k$. Each a priori particle $\hat{\chi}_{k,i}$ initialises the mean shift tracking, yielding a measurement particle $y_{k,i}$. Hence the mean shift tracking can be interpreted as non-linear mapping $f(\cdot)$:

$$y_{k,i} = f(\hat{\chi}_{k,i})$$  \hspace{1cm} (10)

That way, we obtain a set of measurement particles $\{y_{k,i}\}$ approximating the distribution of the measurement process $y_k$. As we are interested in the measurement noise process $e_k$, we determine the most likely object state $\hat{\chi}_k$ by the element-wise median of the set of measurement particles $\{y_{k,i}\}$:

$$\hat{\chi}_k = \text{median}(\{y_{k,i}\})$$  \hspace{1cm} (11)

Hence, the measurement noise process $e_k$ can be approximated by the set of particles $\{e_{k,i}\}$:

$$e_{k,i} = y_{k,i} - \hat{\chi}_k$$  \hspace{1cm} (12)

The course of the above described Monte Carlo simulation is illustrated in Fig. 3.
The random process modelling for mean shift tracking described in this Section effectively resembles a multi-hypotheses tracking approach at which the mean shift tracking algorithm is evaluated for multiple hypotheses drawn from a distribution centred at an initial estimation. This approach is closely related to particle filtering [16] but combined with mean shift tracking.

B. Modelling of System Noise

The system noise process \( n_k \) steers the above described Monte Carlo simulation and consequently has an impact on the estimated measurement noise process \( e_k \). Particularly, the set of system noise particles \( \{ n_{i,k} \} \) controls the quality of the mean shift initialisations \( \{ \xi_{k,i} \} \) (compare (9)). Thus a large spread of the system noise process increases the occurrence of poor initialisations, leading to erroneous tracking results. For the sake of reproducibility, the system noise particles \( n_{i,k} \) are drawn from a deterministic, zero-mean process, which is derived by regular sampling of a cube with edge length (range) \( s \). The resulting mean shift initialisations are exemplarily illustrated in Fig. 4. That way different noise processes \( \{ n_k \} \) can be created by varying the parameter \( s \), each resulting in a different measurement noise process \( e_k \).

C. Performance Metric

The distribution of the measurement noise process \( e_k \) is approximated by \( N_e \) particles \( e_{i,k} \). Hence these particles can be used to derive a metric for the evaluation of the tracking performance. We therefore use the mean absolute distance \( \text{MAD}_k \):

\[
\text{MAD}_k = \mathcal{E}\{|e_k^i|\} = \frac{1}{N_e} \sum_{i=1}^{N_e} |e_{i,k}^i| \quad (13)
\]

The defined metric can be used to evaluate the convergence behaviour of different object models for mean shift tracking, i.e. the convergence accuracy and convergence robustness. Possible experiments include the evaluation of the tracking performance for a fixed system noise process \( n_k \) across all frames \( k \in \{ 1, \ldots, K \} \) of a test sequence or the evaluation for a set of system noise processes \( \{ n_k \}_{s=1}^S \) and averaging the \( \text{MAD}_k \) over all frames \( k \):

\[
\text{MAD}_s = \frac{1}{K} \sum_{k=1}^{K} \text{MAD}_k^i \quad (14)
\]

The latter approach allows an investigation of the robustness towards poor initialisations. Thus a larger value of the parameter \( s \) leads to an increased spread of the system noise process, which in turn increases the occurrence of poor initialisations.

IV. EVALUATION

We have implemented a mean shift algorithm for location tracking. The maximum number of mean shift iterations is set to 20 and the convergence bound is set to 0.1 pixels. As recommended in [5], the shadow kernel \( K(x) \) is implemented by an Epanechnikov kernel whose bandwidth is equal to the dimension of the target object. Background colour information is not exploited and no update of the target model is performed during the course of tracking.

The presented evaluation results are obtained from three test sequences described by table I and Fig. 7 at which the accuracy and robustness of location tracking is evaluated with regard to the object representations presented in Fig. 2. All computations are based on \( N_e = 25 \) initialisation samples, which are exemplarily illustrated in Fig. 4. For each sample, a complete sequence is processed. Thereby the initialisation in each frame, that is derived from the tracking result of the previous frame, is shifted according to the current sample. The resulting trajectories are then used to compute the value of \( \text{MAD}_s \) for each test sequence.

A. Test Sequences

The test sequences feature different characteristics which affect the tracking performance. The Stefan sequence comprises tracking a tennis player against background clutter. A small and fast oscillating handbag of a lady is tracked in the Aëna sequence where the difficulty lies in the velocity of the target object. A much more distinct and easier target object is given by the pink dressed lady in the Couple sequence where, however, partial occlusion occurs.

B. Results

The values of \( \text{MAD}_s \) for all test sequences are plotted in Fig. 5 to assess the tracking performance across an entire test sequence for different ranges \( s \) of the initialisation region. In case of the Stefan sequence, the SMP object representation is superior to other object representations for small initialisation regions \( (s < 5) \) which is confirmed by

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Size</th>
<th>Target size</th>
<th># frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stefan</td>
<td>355 × 288</td>
<td>70 × 177</td>
<td>300</td>
</tr>
<tr>
<td>Aëna</td>
<td>720 × 540</td>
<td>27 × 31</td>
<td>125</td>
</tr>
<tr>
<td>Couple</td>
<td>480 × 270</td>
<td>50 × 235</td>
<td>154</td>
</tr>
</tbody>
</table>
small MAD$_s$ values indicating a low scatter of the mean shift tracking results (high accuracy).

This result is caused by a superior comprehension of spatial colour information by the SMP object representation in contrast to CMP or the holistic object representation. A drawback of both multi-part object representations is, however, given by a higher sensitivity (less robustness) to larger initialisation regions ($s > 5$).

An advantage of a multi-part object representation is, however, not apparent for the Aëna sequence. Fig. 5(b) and Fig. 5(e) demonstrate a superior accuracy and robustness of the holistic object representation for different ranges $s$ of the initialisation region. This outcome is explained by the nearly uniform spatial colour distribution of the target object which allows no exploitation of spatial information by a multi-part object representation. Furthermore, the high velocity of the target object causes a high sensitivity to mean shift initialisations for all object representations which can be observed by the rapid increase of the MAD$_s$ values in Fig. 5(e).

A more representative example for spatial colour information which can be exploited by multi-part object representations is given by the Couple sequence. For small initialisation regions ($s < 15$) both multi-part object representations yield a higher tracking accuracy proved by a small scatter of the mean shift tracking results as illustrated in Fig. 5(c) and 5(f). Due to the less distinctive background clutter, the multi-part object representations are more robust to poor mean shift initialisations in the Couple sequence than in case of the Stefan sequence. The robustness is more distinctive for the SMP object representation since it subdivides a target object only in vertical direction which is better suited for the target object of the Couple sequence.

For the sake of completeness, the temporal MAD$_k^s$ is plotted for a fixed range of the initialisation region ($s = 10$) and a temporal segment of the Couple sequence in Fig. 6. This allows to identify key scenes for which certain mean shift object representations perform less accurate or less robust or which are more difficult for mean shift tracking in general. For example, the global peak in Fig. 6 corresponds to the period shortly after a partial occlusion where a more distinct scatter of the mean shift tracking results exists.
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Figure 5. For different object representations the time-averaged MAD$_k^s$ values have been evaluated for different ranges $s$ of the initialisation region.
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Figure 6. Progress of MAD$_{10}^s$ values over time for the Couple sequence and different object representations.
V. CONCLUSION AND FUTURE WORK

We have introduced a novel approach for the quantitative evaluation of object representations in mean shift tracking, which does not rely on any ground truth data. Particularly, it has been demonstrated that the usage of multi-part object representations can improve the mean shift tracking accuracy. A drawback of multi-part object representations is, however, their higher sensitivity to poor mean shift initialisations which may occur during the tracking of highly agile target objects. A possible remedy is the combination of mean shift tracking with supportive algorithms, such as Kalman filter or Particle filter, which allow an initial prediction of the target object state.

The used object representation should, however, capture well the spatial colour distribution of the target object. Future work will therefore be focused on the development of an adaptive multi-part object representations that automatically adapts to the varying appearance of the object. As this online learning comprises the risk of a drift towards an invalid object representation a combination with a segmentation approach might also be promising.
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