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Abstract—Today’s data centers need a huge amount of energy for
their operation. Private cloud infrastructures using virtualization
technologies are the prevailing paradigm in modern data centers
and their energy consumption and the corresponding ongoing
operational costs are not negligible. Solutions that raise the
energy efficiency allow reductions in these operational costs and
optimizations of the utilization of the data center infrastructure.
Also, renewable energy sources can help to provide the needed
energy, but usually these sources are fluctuating. Therefore, the
energy is not always available when needed and also not always
produced near the point of use. Further, the storage of energy is
not available in industrial scale. The following article examines
the possibility to shift the energy consumption of virtual machines
and presents a lightweight prototype that can be integrated in
private cloud environments using standard OpenStack compo-
nents and application programming interfaces. It optimizes the
energy efficiency by observing the current utilization parameters
of compute resources and by taking appropriate actions based on
this data. Furthermore, we evaluated mechanisms to control the
energy efficiency of network resources. This optimization will be
carried out by an automated instance, possessing a comprehensive
view on the data center assets, which relocates virtual machines
and optimizes the network structure. The article is completed
with an evaluation to measure power consumption of data center
assets during virtual machine live-migration operations and also
illustrates further areas of research.

Keywords—Private Cloud; Energy Efficiency; Renewable En-
ergy; Computer Networks; Power Management.

I. INTRODUCTION

Private or enterprise cloud solutions are currently gaining
more and more momentum, mainly driven by the success
of cloud-based services [1] and virtualization, but also by
the ongoing eavesdropping scandals that hinder the use of
public cloud providers for sensitive information. One of the
major benefits of cloud-based services is formed by their
scalability. This scalability is supported by the “elasticity” [2]
of the underlying infrastructure that allows providers to support
large-scale applications and services [3] for a vast number of
mobile devices (e.g., smart phones, tablets) and users from
all over the world. However, the improvement in scalability
is achieved at the cost of larger data centers and growing
energy consumption. Energy is not only needed to supply the
IT infrastructure itself with electricity, but also for appropriate
cooling. Hence, energy costs are one of the major challenges
for current data centers.

Since cloud services are based on distributed systems,
besides compute and storage, another essential resource is the
network, enabling fast and decentralized access to the services
over the Internet and especially the Web. This is also described

as “broad network access” in [2]. To provide cloud and web-
based services, efficient IT virtualization techniques and com-
puter networks are necessary. These technologies in turn have
an impact on the energy consumption and cost. Hence, adaptive
power management based on the current requirements, i.e.,
the load on the applications and services, helps to increase
the energy efficiency by turning components on and off or
reducing their performance (e.g., throttling, energy saving
functions). Such adaptive power management functions can
also balance or consolidate the power consumption in private
cloud environments. As cloud services are provided on an ”on-
demand” basis according to [2], an adaptive management based
on the current load of the resources is supported by this major
cloud paradigm.

In [1], we presented a solution to enhance the energy
efficiency in OpenStack-based private cloud environments.
This article elaborates on the implementation and concepts
outlined in [1] and introduces a combination with renewable
energy. A special focus is put on the efficient placement of
virtual machines (VM) and the reduction of power required
by network connections and components. Adaptive placement
of VMs also permits a reduction of compute and storage power
consumption by consolidating them on specific hosts, address-
ing the “resource pooling” requirement for cloud computing
environments given in [2]. However, migration costs need
to be considered. Hence, this article includes an evaluation
of the power consumption of compute, storage and network
components during VM migrations. A prototype that was
implemented to monitor the energy efficiency (e.g., compute,
storage and network utilization as well as temperature and
thermal efficiency of the cooling) in cloud environments was
presented in [1]. It includes throttling, enabling or disabling
resources based on the current demand and given constraints
(e.g., required fault tolerance, redundancy, quality of service
parameters and network connectivity). The prototype uses
standard cloud APIs (application programming interfaces) (i.e.,
OpenStack, Open Cloud Computing Interface (OCCI)). There-
fore, it can easily be integrated in existing cloud infrastructures
using standard OpenStack components.

The paper is laid out as follows. Section II gives an
overview on private clouds based on OpenStack and describes
the requirements for energy efficiency in such private cloud en-
vironments. Also, examples for existing techniques to enhance
the energy efficiency in computer networks and references
to related research projects are given. A major aspect of
the research project behind this paper focuses on the use of
renewable energy and to enhance the energy efficiency of
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distributed data centers. Therefore, Section 111 evaluates renew-
able energy fluctuation in Germany and defines requirements
to leverage renewable energy sources for the energy-efficient
use of resources in distributed data centers. Requirements for
the implementation of our prototype, to enhance the energy
efficiency by combining the state of the art techniques and
extending them, are defined in Section IV. The implementation
of our prototype and mechanisms to optimize the energy
efficiency in private clouds are presented in Section V. Section
VI describes an experimental testbed that was used for the
evaluation of our concept and the implemented prototype,
being presented in Section VII. Finally, Section VIII draws a
conclusion, evaluates our research findings and outlines future
work that will be pursued in the research project.

II. STATE OF THE ART

The following sections give an overview on the deployment
of private clouds using OpenStack and examine the require-
ments for the energy efficiency of such environments. A special
focus is drawn on the potential of energy-efficient computer
networks. Additionally, related research projects are discussed.

A. OpenStack-based Private Clouds

The term cloud is an ambiguous concept and has been
interpreted in many ways by vendors and customers of cloud
services. One of the most sophisticated definitions is doc-
umented in NIST SP 800-145, expressing cloud computing
as ”a model for enabling ubiquitous, convenient, on-demand
network access to a shared pool of configurable computing
resources (i.e., networks, servers, storage, applications, and
services) that can be rapidly provisioned and released with
minimal management effort or service provider interaction”
[2]. NIST identifies five essential characteristics, three service
models, and four deployment models. Our work focuses on
private cloud deployments with OpenStack, which is a soft-
ware project that provides an open source implementation of
technologies for building and operating public and private
cloud environments using the “Infrastructure as a Service”
(TaaS) service model. In OpenStack, this infrastructure is built
by offering networking resources (named Neutron), compute
resources (Nova), and storage resources, i.e., object storage
(Swift) and block storage (Cinder). Additionally, OpenStack
offers many more services for management and orchestration,
such as Horizon and Heat, its identity service Keystone, and
a telemetry service called Ceilometer.

The IaaS service model in OpenStack is implemented by
providing VMs, which can run as Nova instances on the
compute nodes of an OpenStack environment. The placement
of VMs, being one of the main objectives of our work, can be
on a specific Nova node or may depend on various parameters
of the environment. Also, the migration of a running VM from
one compute node to another, as well as the starting or stopping
of VMs depending on the current load is possible during the
lifecycle of a service. This flexibility provides some interesting
aspects in terms of resilience (i.e., by seamlessly moving VMs
from one data center to another) but also in terms of energy
efficiency as we will demonstrate in detail later in this paper.

B. Energy Efficiency in Private Clouds

In today’s rapidly-growing IT infrastructures, energy effi-
ciency is no longer a secondary requirement, but has rather
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become one of the main objectives when planning and op-
erating new data centers. One reason for this development
is the common sensitization for an ecologically sustainable
use of global resources. Furthermore, large-scale data centers
consume enormous amounts of electrical power not only for
running the IT systems, but also for cooling them. A measure
for the ratio between the energy used by the computing
equipment and the overall energy consumption of a data center
is the power usage effectiveness (PUE), which takes into
account, i.e., the energy needed for cooling and losses by
(uninterruptible) power supplies [4]. At the same time, PUE
has an impact on the operational overhead cost of a data center,
hence its minimization is of great interest for today’s data
center operators, which have to act economical while facing
increasing energy costs [5].

It can be said that cloud computing by definition leads
to energy efficiency through its operational concepts, which
include a better utilization of physical resources, dynamic scal-
ing based on the current load, and location-independent and
efficient resource management. However, to take advantage
of these concepts, the whole cloud infrastructure needs to
be carefully adapted to the operators’ individual needs. For
instance, resource pooling allows a cloud operator to consol-
idate multiple VMs providing various services on only a few
physical hosts, hence increasing the efficiency of these hosts.
At the same time, rapid elasticity and on-demand self-service
concepts require the immediate and automatic availability of
compute power if needed, therefore instant availability of
additional resources is required [2].

The energy consumption of a VM running in OpenStack
depends mainly on the energy requirements of its physical IaaS
components, including compute (i.e., CPU (central processing
unit), RAM (random-access memory)), storage (i.e., SAN
(storage area network), NAS (network-attached storage), HDD
(hard disk drive)), and networking components (i.e., routers,
switches), but also on the distance between the components
involved (e.g., the distance of the storage from the compute
node). Consequently, the real power consumption ratio of
a cloud service depends on the number of active compute,
storage, and networking components needed to provide it. As
VMs can be migrated from one physical host to another, it is
possible to take advantage of fluctuating electricity prices or
to adapt the load factor of a data center to climatic changes.
This could be done not only by consolidating VMs in one data
center, but also by sending the VMs to another geographical
location, where operational costs are lower.

In OpenStack, the placement of VMs on a specific cloud
computing fabric controller (Nova) is determined mainly by
nova-scheduler [6]. While several techniques are offered for
optimal VM placement, by default the so called Filter Sched-
uler is used. It supports the placement of a VM based on
a physical location, available compute resources (e.g., CPU,
RAM), or by its requirements for secondary resources, such
as the availability of specific storage or network capabilities.
Moreover, the Filter Scheduler addresses the operational re-
quirements for resilience or consolidation of VMs by explicitly
allowing a placement on different hosts or by grouping them on
a single host. However, it does not take into account any energy
efficiency parameters, neither for initial placement nor for the
live-migration of VMs. Also, automatic migration of a VM
in favor of load balancing or energy efficiency enhancements
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is not supported by nova-scheduler. Nevertheless, with its
components for service orchestration (Heat) and telemetry
(Ceilometer), OpenStack provides interfaces to manage VM
migration that can be extended to evaluate energy consumption
or cooling requirements.

C. Energy-efficient Computer Networks

Another aspect to take into account when measuring the
energy consumption of a VM running in OpenStack is the
networking equipment. Since nearly every current service or
application is used over a network, the relevance of this
aspect is rather obvious. In private clouds, the relevance is
increased even further as cloud services are typically formed
by a combination of different interdependent services in a
data center. This can especially be observed in large cloud
providers, where intra data center network traffic is several
orders of magnitude higher than the traffic going out to the
Internet [7].

From a theoretical point of view a network consists of
multiple nodes, which are interconnected using links. Hence, a
network and its resulting topology can be defined as a number
of nodes and links. Looking at the power consumption, most
of the links, especially in local area networks are passive,
meaning that they do not consume individual power, but rather
serve as a medium that carries electromagnetic or optical
signals being generated at the nodes as a sender. Depending
on the link characteristics (e.g., attenuation), signals might
need to be refreshed, for example on long-distance links to
allow the receiver to interpret the signal correctly. Optical
and electromagnetic amplifiers can be applied to refresh the
signal. Therefore, especially long-distance links can include
amplifiers or special transceivers, e.g., directly attached to the
cable. An overview on the cumulative energy consumption
for the required amplifiers in long-distance optical networks
is presented in [8]. In the model for the power consumption of
a network, these transceivers and amplifiers can also be treated
as nodes. In terms of power consumption these nodes are
active components of the networks, as they individually draw
power to refresh, send, receive and interpret the signals and the
contained data. Nodes can interpret and modify the transfered
data on different layers of the OSI or TCP/IP reference model.

The complexity of the protocols being interpreted in a
network node, and the decapsulation necessary to get the cor-
responding protocol headers, are a major factor for the power
consumption at the network nodes besides the power that is
needed to send and receive the signals. Link characteristics
(e.g., bandwidth, attenuation, length) define the power that is
needed to send and receive the signals. All active components
and their corresponding power consumption can be considered
to enhance the energy efficiency of computer networks. Links
have only an indirect influence on the power consumption.
However, if links can be reduced, shortened or exchanged
against media that support a higher energy efficiency, the
power consumption of the network nodes can be lowered even
further, though this is not always possible since locations of
nodes and quality of links sometimes is implied by the physical
location or local circumstances.

According to [9], computer networks typically account
for 15-25% of the total energy consumption in data centers.
The increasing number of users and the complexity of cloud
services require a high bandwidth, which leads to increasing
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link speeds and, therefore, raises the power consumption of
each switch port. This is also observed in [8], where the
slope of energy consumption per bit at network devices like
routers over the last years is lower than the slope of the
continually increasing peak access bit rate. Accordingly, the
total power consumption of networks is still increasing due to
the increasing access bit rate and number of users regardless
of improved networking equipment that consumes less watt
per transfered bit. An overview on energy-efficient data center
networks is given in [10]. Redundant links are required to
assure resilience of the network, again increasing the power
consumption. Because of the increased power consumption
for higher bit rates and the number of redundant links, some
researchers [11][12] already claim that the fraction of the
energy consumed by the network in a data center is likely
to rise to up to 50% in the near future. Concepts like Equal
Cost Multipathing (ECMP) or Multipath TCP are available to
utilize the equipment and redundant links up to the maximum
capacity of the networks.

As today’s networks are mostly not energy proportional
[11][13], higher utilization of the network and its equip-
ment leads to an increased energy efficiency of the network.
However, variable bandwidth requirements (e.g., decreased
utilization during nighttime) makes it economically reasonable
to scale down the network as well [14]. For wired local
area networks (LAN), which we primarily focus on, there are
already some power management techniques being offered by
network equipment providers. First and foremost, the LAN
standard 802.3 was extended in 2012 to include 802.3az,
also called Energy Efficient Ethernet (EEE) [15]. Since this
extension is part of the regular 802.3-2012 standard, it is likely
that in the near future all Ethernet equipment will support
EEE. However, EEE was specifically designed for copper-
based network links. With increasing bandwidth requirements,
most links especially in the aggregation or core layer use
optical links. While it is currently not possible to lower the
link speeds of fiber physical transceivers (PHY) to reduce
their energy consumption [16], the transceivers and hence
optical links can be powered off if currently not needed
[17]. Compared to copper PHYs, which support an idle state
leveraging EEE, fiber PHYs unfortunately do not support an
automatic wakeup, being related to the missing capability to
lower the link speed [18]. Therefore, the power management
of optical links currently needs an external power controller
or network management system.

While network equipment manufacturers who include EEE
in their products claim that 802.3az allows a reduction of the
energy consumed by a single copper port by up to 81% [19],
this benefit comes with the price of increased latency during
the low power idle (LPI) phase [20]. Regarding the fact that
currently data center network infrastructures are moving to 10
Gbit/s Ethernet and beyond, where power consumption per
port is usually over 5 Watts [19], the power savings for the
entire data center infrastructure are even higher. Furthermore,
there are other vendor-specific power management functions of
networking components (e.g., Cisco EnergyWise [5]) that are
not covered by EEE. Also, as mentioned above, network power
management techniques could be improved by temporarily
powering off unused optical links or network functions. Un-
fortunately, such techniques also have a negative impact on the
latency due to the power management and necessary wakeup
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cycles. Compared to power management functions of compute
and storage resources (e.g., Advanced Power Management
(APM), Advanced Configuration and Power Interface (ACPI))
that have constantly evolved over the last decades, power
management functions for network components are relatively
new and supposedly need to be improved due to energy
efficiency requirements in the near future [12].

Existing solutions for energy-efficient networks concentrate
on the reduction of the local power consumption on individual
network components and ports, but they are typically unaware
of the current global requirements in the entire network,
especially when multiple network equipment providers are
used. Therefore, their scope is rather limited and the energy
efficiency optimization is rather isolated. As networks are a
fundamental building block of private clouds and since “broad
network access” is also an essential characteristic of cloud
services [2], a holistic approach to enhance energy efficiency
in private clouds should take all three cloud infrastructure
components (compute, storage and network resources) into
account.

Some research projects, notably Stanford’s ElasticTree [21]
have identified this problem, but did not integrate it with an
appropriate placement of VMs and especially did not discuss
the requirements of private clouds. Also, these solutions only
state that switching off network components and their functions
might be an option, but do not leverage or present correspond-
ing network power management functions.

By using a network controller in private or enterprise
clouds that is aware of the entire network topology, such
network power management functions could be implemented
for example to disable currently unused links or to throttle link
rates during off-peak times while still maintaining fault tol-
erance requirements, e.g., in multipath network environments.
Additionally, such a controller could enable power saving
modes, standby or disable networking functions to lower the
power consumption of the nodes. Existing network power
management, as described above, could be combined with
this approach. Moreover, such a controller could also activate
and deactivate entire networking components based on the
current requirements to enhance the energy efficiency. Hence,
energy-efficient computer networks could reduce the power
consumption of the network nodes (and the number of active
links) to the minimum, especially in off-peak times while
still ensure fault-tolerance and high performance under load.
Possible solutions are presented in the forthcoming sections of
this paper.

D. Related Work

Energy-efficient placement of virtual machines in Open-
Stack private cloud environments is also discussed in [22][23]
[24]. However, these approaches do not consider an optimal
placement of VMs with respect to temperature, cooling and
network connectivity requirements. Furthermore, these publi-
cations focus more on the evaluation of different algorithmic
approaches for an optimal placement of VMs while keeping
the cost of migrations low, than on the integration, thereby
this paper will not go into detail on the evaluation of different
algorithms. Additionally, the extensions presented in these
papers cannot be used with the current Juno (nor the previous
Icehouse and Havana) Release of OpenStack.
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A more generalized evaluation of an energy-efficient place-
ment of VMs in cloud environments and relevant parameters
is given in [25] and [26]. However, these contributions do not
offer testbeds for OpenStack environments. A tool that allows
for distributing virtual machines considering the migration cost
is introduced in [27]. It includes a basic analysis of migration
cost and the impact of live-migration for an application. The
CASARA project [28] outlines an algorithm for the energy-
efficient placement of virtual machines. Basic concept is the es-
timation of a server’s energy consumption based on the running
virtual machines’ characteristics. Furthermore, a distributed
algorithm used for virtual machine placement in large cloud
environments is discussed in [29]. The idea here is that every
server knows the CPU load of the other physical servers. Each
server tries to comply with an upper and lower threshold for the
CPU load and initiates the migration of virtual machines when
these thresholds are violated. Also, bin packing algorithms
that form the basic concept of virtual machine placement on
physical servers are still subject of current scientific studies
and research [30][31][32].

Our research also highlighted the lack of studies examining
the relationship between energy consumption and communi-
cation distance. Instead, merely average estimations are deter-
mined in the form of energy consumption per download quan-
tity. In [33], a holistic view on energy consumption of network
transactions including also the embedded energy resources
used to manufacture network devices is given. The focal point
of this publication are transmissions to end customers (e.g.,
including Digital Subscriber Line Multiplexers (DSLAMS) and
telephone lines). Excluding these costs, the energy demand
stated in this study is 149 Wh/GB for embedded energy
and 849 Wh/GB for the real transmission, so in sum 998
Wh/GB ~ 0.1 kWh/GB. Similar values were determined in
[34] by measuring transmissions at an international conference
between Switzerland and Japan. In this publication, the authors
relied upon pessimistic assumptions, so a realistic value of
0.2 kWh/GB was postulated, thus, a higher value than in other
studies. Furthermore, a comprehensive study from the year
2009 by the German OFFIS institute [35] identified possible
savings by load management across multiple data centers and
forecasted an energy demand of 0.1 kWh/GB for the year 2014,
which corresponds with recent studies.

Concerning energy-efficient computer networks, especially
the ElasticTree project [21] presented interesting starting points
and related work for power management and throttling of
network components using OpenFlow. The ideas of Elastic-
Tree were extended, e.g., in the ECODANE project [36] to
include traffic engineering. Also, theoretical energy-aware op-
timizations of data center networks were presented in [37][9].
Requirements and constraints for energy-efficient placement
of VMs regarding the network connectivity, were explored
in [38][39][40]. However, these solutions do not include ex-
isting power management techniques like the ones we de-
scribed in the previous sections for networking resources (e.g.,
[91[19][20]). Furthermore, these approaches do not include
power management functions like ACPI and related solutions.
In our work, we combine the existing power management
mechanisms and the solutions that were discussed in the related
work given in this section, and present a lightweight extension
to leverage power management techniques in existing Open-
Stack enterprise clouds.

2015, © Copyright by authors, Published under agreement with IARIA - www.iaria.org



III. USING RENEWABLE ENERGY TO REDUCE THE POWER
CONSUMPTION OF DISTRIBUTED DATA CENTERS

While data centers (DC) usually need a lot of energy for
their operation, environmental compatibility plays an increas-
ingly important role. A number of key figures, like the already
mentioned power usage effectiveness (PUE), as well as the
data center infrastructure efficiency (DCIE) and carbon usage
effectiveness (CUE) [41] need to be considered, when planning
new or optimizing the efficiency of existing data centers. A
number of certification programs are available, to provide an
incentive for organizations to build efficient IT infrastructure.
As an example, "Der Blaue Engel” (The Blue Angel) [42],
a well known quality seal for environmental compatibility as-
signed by the German federal environment agency has recently
enlarged its certification program for data centers. Criteria for
the award include appropriate PUE monitoring, application of
efficient hardware components, as well as meeting most of
the data centers electricity demand from renewable energies,
such as hydroelectric power, photovoltaics (PV), wind power,
biomass energy, or from combined heat and power generation
plants. In the future, it is conceivably that legal obligation will
force large data centers to meet some of the requirements of
such certification programs. As a result, an energy supply with
the help of the renewable energy sources would be eligible.
However, from the perspective of the energy suppliers one
problem occurs.

The energy output of renewable energy sources is fluctu-
ating. That means the energy is not always available when
needed or vice versa. In addition, the energy is not always
produced near the point of use (e.g., offshore wind energy
[43]). First of all, this leads to the necessity to store the energy
in between [44] or shift the consumption in time [45]. Until
now, the storage of energy is just conditionally feasible, as it
is expensive and not available in industrial scales. In contrast,
the possibility to shift the energy consumption of data centers
with the help of an intelligent energy management is viable.
Regarding wind energy it is obvious that in the case of heavy
winds at the shore, the produced energy has to move via
overhead lines, which means that the power grid has to be
extended and rebuilt in future [46]. While in the classical
approach, the energy has to be moved from the power plant
to the location of the data center, the following solution is
focusing on the other way around. The services of the data
center as consumer will be moved to the place of energy
production. This is supported by the increasing interest in
server, storage and network virtualization like software-defined
networking, supporting current IT and cloud infrastructures.
Therefore, migrations should be as fast and cheap as possible
to benefit from the advantages of fluctuations in renewable
energy sources and related savings of operational costs of local
distributed data centers.

Figure 1 shows an overview of an intelligent energy
management in data centers with software-defined networks
and renewable energies. Due to the current demand of the
shown DC 2, not all available IT resources are actively used.
Inactive components and connections are marked with dashed
lines. If an energy surplus arises due to strong winds and
available onsite wind turbines, inactive components can be
immediately activated and virtual machines (virtual resources)
or applications can be transferred from DC 1 to DC 2.
Conversely, the virtual machine can be shifted from DC 2
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Figure 1. Benefits of renewable energy and a proper energy management for
data centers.

to DC 1 if no wind energy is present but energy is supplied
by photovoltaic power plants. Current server virtualization and
infrastructure solutions enable this migration of IT resources in
the background. As DC 2 uses a different Internet connection,
the only noticeable difference to the users of the resettled
services might be a higher or in ideal case a lower latency
related to the new distance between user and service. The
DC 2 uses a different Internet connection. Related to the
new distance between user and service is just a higher or in
ideal case a lower latency noticeable while using the service.
Within Germany, these latency changes are generally below 50
milliseconds. Initially, a time series analysis of meteorological
data has been carried out over three years’ data to determine
the potential of shifting services from one DC to another.

The meteorological data used was derived from the years
2011 to 2013 at three different locations. The weather condi-
tions in terms of renewable energy depend mainly on the lat-
itude. Therefore, the locations Cuxhaven (northern Germany),
Frankfurt am Main (in the middle of Germany) and Mu-
nich (southern Germany) were picked. From these locations,
measured values were used with an interval of 15 minutes.
Overall, 105.120 individually measured values per time series
were evaluated. The most important short and medium term
sources for electrical power supply from renewable energies
are wind and solar energy (photovoltaic). For this reason,
the focus is put on three indicators for wind speed in m/s,
the irradiance in W/m? and the ambient temperature in °C.
Based on these indicators, it is possible to calculate the power
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TABLE I. Overview of the installed capacity of wind and photo-voltaic
power divided into northern, central and southern Germany [47][48].
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TABLE II. Times when a displacement would be possible (data in hours and
the percentage of total time (26,280h)).

Separate To
Cuxhaven Frankfurt Munich
Region Wind [MW] Wind [%] PV [MV] PV [%] From
Northern Germany 17,305 44.2% 6,289 16.4% Cuxhaven - 581h (2.2%) 1,454h (5.5%)
Central Germany 16,854 43.0% 13,550 35.4% Frankfurt 2,654h (10.1%) 1,093h (4.2%)
Southern Germany 5,005 12.8% 18,402 48.1% Munich 2,971h (11.3%) 771h (2.9%)
Total
Region Wind PV
Northern Germany 73.3% 26.7% power. In the upper chart it can be seen, that Cuxhaven has a
Central Germany 55.4% 44.6% lot bigger outcome of renewable energy sources than at the two
Southern Germany 21.4% 78.6% other sides. At this time, the services of the DCs in southern

(power time series) for wind and photovoltaic energy, using
mathematical methods. Due to the existing north-south divide
of wind speed and irradiance, there is a certain distribution
of power plants. The wind speed has a strong increase from
south to north. The biggest values of wind speed are measured
on the German coast in the far north. Therefore, the biggest
percentages of wind turbines are located in the north and in the
plain regions of central Germany. The situation in photovoltaic
is exactly the opposite. In southern Germany, you will find
a larger irradiance and for this reason a bigger energy yield.
Thus, most photovoltaic power plants are based in southern
Germany. Table I shows an overview of the installed capacity
of wind power and photovoltaic power divided into northern,
central and southern Germany [47][48]. The calculated power
time series of the two energy sources were converted into
percentage values to make a conclusion out of current power
distribution of the three places. The determined distributions
of Table I were included.
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Figure 2. Percentage power outcome of renewable energies on four days.

Figure 2 shows an example of the daily distribution of

and central Germany should be shifted to the DCs in northern
Germany. In the lower part of the figure it is shown that, at
least during the day, more power in Frankfurt and Munich is
available. In that case a corresponding shift should occur.

In Table II, the evaluation of the whole time series over
three years is shown. In each case, two locations were com-
pared to each other to calculate the sum of time in hours, to find
a situation where a displacement would be possible. Table II
shows the maximum possible hours and the percentage of total
time (26,280h) when a displacement would be possible (best
case scenario). This scenario always occurs if the difference
between the current powers at the two sides is greater than or
equal to 30%. A great potential becomes visible. The next step
is now to show if and when a displacement is possible and
reasonable. A Mathlab/Simulink simulation, which is under
construction, should provide information about the potential
of shifting DCs. These simulations will consider models of
complete DCs and use official weather data to include renew-
able energy sources in the evaluation.

IV. ENERGY-EFFICIENT PLACEMENT AND NETWORK
CONNECTIVITY OF VIRTUAL MACHINES

In the following sections, we describe various capabilities
of OpenStack regarding the placement of VMs and identify re-
quirements for adding energy efficiency criteria to this process.
A special focus is laid on the energy efficiency of the network
connection between VMs in distributed private clouds.
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Figure 3. Power management for energy-efficient compute, storage and
networking resources in private clouds.

grey components / links are inactive

J

Figure 3 shows an example of a private cloud IT infras-
tructure that is distributed over two data centers at different
sites. Each data center provides compute, storage and network
resources as described in Section II-A. Regarding the power
management, each of these components consumes energy
based on its utilization. Furthermore, as the components are
connected to each other over the network, by deactivating or
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throttling individual components or links, the energy consump-
tion of the private cloud can be reduced, e.g., during off-peak
times. Also, redundant components or links can be deactivated
completely in favor of increased energy efficiency when active
fault tolerance is not needed, e.g., due to low utilization. The
deactivation or throttling is symbolized by the grayed out links
and components shown in Figure 3.

A. Energy-efficient Placement of Virtual Machines in Open-
Stack Environments

As described in Section II-A, OpenStack is not, by itself,
able to manage resources with respect to energy efficiency.
Therefore, we present concepts to support the decision-making
process about when and how resources like VMs can be
relocated to increase the energy efficiency with respect to
the required dependencies (i.e., storage, network). To decide
whether or not to move a VM from one host to another,
it is necessary to know various metrics about the system
that runs the hypervisor. Basically, two kinds of metrics are
needed to support these decisions. The first is general resource
information, like free RAM, disk space or system load. Using
this data, it is possible to determine whether the system still has
enough free resources, so that additional VMs can be moved
to this host. A second metric of importance is defined by the
temperature and energy consumption of the system, which is
closely related to the PUE. Since the current load and the
temperature of a system are closely related, it is possible to
correlate these metrics, and to draw conclusions about the
energy consumption of the system. Another general metric we
identified to be interesting is the current electricity price at
each site. Comparing price differences and migration costs, it
is possible to evaluate whether energy costs can be reduced by
moving VMs from one data center to another. Also, currently
available or stored renewable energy can be taken into account
for the evaluation.

Given all these data, it is necessary to select the desired
strategy regarding the optimization of the energy efficiency.
First, it is a good idea to shutdown a server completely
if other servers can provide enough free resources to take
over its load. Additionally, it is possible to shutdown the
servers network switch ports to reduce the energy consumed
by the network as mentioned in Section II-C. Besides the
network, also a shutdown of other dependencies (e.g., storage
resources) can be considered. Basically, there are two options
to turn servers on and off. The first option is to control the
server using Wake-on-LAN (WOL) if the system was put into
ACPI status S3 (Suspend to RAM), S4 (Suspend to disk) or
S5 (soft off). Another option is to use IP-based switchable
power distribution units (PDU) to switch sockets and attached
devices on and off. Using this technique, the BIOS should be
configured to automatically boot the system after AC power is
restored. Also, entire racks with multiple compute, storage and
network equipment could be powered on and off in a controlled
way, if an appropriate mechanism exists (and the contained
components tolerate the shutdown, e.g., network equipment)
to optimize the energy consumptions based on the strategy
discussed in this section.

As shown in Figure 4, we introduce a new management
component, which has a global view over all servers in the
data center. Furthermore, management data from other data
centers is collected to get a global knowledge about the
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Figure 4. Integration of power management components to enable
energy-efficient compute, storage and networking.

VM

resources at every site. The management component collects
data from the computes nodes in the data center using REST
requests to communicate with the OpenStack API. Based on
the collected data, the management component decides when
to move VMs by instructing the involved compute nodes to
start a live migration process. When this process is able to
free enough resources, so that one compute node becomes idle,
the management component should take actions to shutdown
or hibernate the corresponding compute node to save energy.

B. Energy-efficient Network Connectivity in OpenStack Envi-
ronments

The complexity of computer networks with respect to
energy consumption can be reduced to nodes and links of the
network as described in Section II-C. Regarding the energy
efficiency of a network in an OpenStack environment, two
factors driving the energy consumption can be identified. First
and foremost, the energy requirements are defined by the
amount of nodes and links. This especially includes power
dissipation at each component. Second, the utilization of each
node influences its individual energy consumption. The higher
the utilization, the more energy is needed for each component.
However, as described in Section II-C, current networks are not
energy-proportional, so the power consumption of the nodes is
not proportional to the utilization of the links. Nonetheless,
a sufficient utilization of all links and components leads to
increased efficiency. From a theoretical point of view, the
network in OpenStack environments builds a graph, with each
edge representing a link. By calculating the minimum spanning
tree, it is possible to identify the minimum number of links
needed to connect all active components. Each link, which is
not part of the minimum spanning tree represents a possible
candidate to shutdown. However, the problem remains to
calculate the preferable spanning tree, considering the energy
efficiency and current load of each link, as well as the
preferred minimum redundancy, which may differ depending
on the specific network segment (i.e., core links connecting
the data centers). A promising solution, which considers these
requirements has been presented in [21].

To include the metrics of each link in the network a
weighted graph can be defined, where the weights of the edges
represent the load or utilization of the link, its performance
(latency, bandwidth, jitter, failure rate) or in our specific
example the energy consumption. By using a graph database
(e.g., as part of a network management system), it is possible
to model the topology of a network and apply energy consump-
tion metrics to contained nodes and links. Besides classical
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spanning tree algorithms, as described above, algorithms that
allow redundant paths and hence enable fault tolerance and
load-balancing, like multiple shortest path trees, can also be
used to detect the energy-efficient network topology based
on the weights of the links. Network connections of a VM
are given by one or multiple paths in the graph. Querying
the database, the energy requirements of the network can be
evaluated. Also, constraints like fault tolerant links can be
defined in the database, as already described in Section II-C.
Furthermore, this way the management servers are able to
identify redundant links and nodes that can be turned on or
off depending on the current utilization of the active links or
resilience requirements. Hence, graph databases can be used to
support the decision for energy-efficient network connectivity
of VMs. Given the dependencies and metrics represented by
weights in the graph, components and links can be deactivated
or throttled, e.g., during off-peak times, or reactivated based
on network utilization.

The management servers can also use the OpenStack
network node (using OpenStack Neutron) or an external net-
work management system to support the decisions regarding
energy-efficient network connectivity. For example, the net-
work management system or OpenStack Neutron could imply
specific topology or performance constraints in the OpenStack
environment that need to be considered despite the possibility
to minimize the power consumption by deactivating, throttling
or suspending network links and nodes.

V. ENHANCING THE ENERGY EFFICIENCY OF VIRTUAL
MACHINES IN PRIVATE CLOUDS USING AEQUO

Based on the latin word for equal, we named our proto-
type AEQUO, as it implements a management component to
balance the power requirements in OpenStack environments.
The prototype is part of a research project at the University
of Applied Sciences Fulda with the purpose of creating a
proof of concept to enhance the energy efficiency of cloud
environments. In this section, we describe the implementation
of our prototype based on the requirements that we defined
earlier in Sections IIT and IV.

A. Implementation of AEQUO

AEQUO is implemented in Python, which integrates well
into the testbed, as most of OpenStack’s components are writ-
ten in the same language and offer a Python API. The current
implementation consists of a central management component
which resides on the controller node. In the current prototype
the CPU utilization is the only metric used to determine
whether a VM should be migrated or not. Other metrics,
such as the current electricity price at a site as mentioned in
Section II-B, are also feasible options. AEQUO is getting the
data and metrics about the compute nodes and the VMs using
REST requests. The REST API is provided by the OpenStack
Python API. Before it is possible to retrieve such data, it is
required to authenticate against OpenStack. Figure 5 gives a
brief overview of the architecture of AEQUO and the REST
communication with the Openstack APIL.

After successful authentication against the OpenStack API,
AEQUO starts to get basic data about the compute nodes,
such as their name, details about the CPU (i.e, number of
cores) and the current status (active or shutdown). The process
of acquiring this data happens without any user intervention,
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Figure 5. Architecture of AEQUO and integration into OpenStack.

since the data is provided by OpenStack Nova. At this point,
AEQUO has an overview over all the active compute nodes.
The next step is to acquire basic data about the virtual
machines running on these compute nodes. This includes the
current state of the machine, the name and the ID which
identifies the VM. The prototype only includes VMs in its
calculations that are in an active state, hence, VMs that are
not shutdown, migrating or in a failed state. This data is also
acquired by querying Nova via REST.

After the acquisition of the metadata, the prototype queries
the Ceilometer API about the metrics (e.g., CPU utilization) of
the compute nodes and the VMs running on them. This process
does not include VMs that are already shutdown, migrating
or not in an operating state. The prototype also requires a
list of compute nodes it should manage. This list contains the
nodes’ MAC addresses, to start them again if needed via Wake
On LAN. It would be possible to automatically collect the
MAC addresses of the nodes (though they are not provided
by OpenStack Nova), but this would require that all compute
nodes are running when AEQUO is started, which is not
desirable. For this reason, the prototype requires a list (in form
of a file) that is read by AEQUO upon startup containing the
compute node names and their corresponding MAC addresses.
This also enables the user to define compute nodes which
should excluded from the management by AEQUO.

When all the data is acquired, the prototype starts to
process it. First and foremost, the prototype detects two states
of each compute node’s utilization in which the energy con-
sumption can be improved. The first state is the “overloaded
state”, in which a compute node is considered to be operating
near to its maximum amount of physical resources. This
critical level is defined by a hard limit. In the current prototype
a compute node is considered to be overloaded, if the average
CPU utilization was over 90% in the last 2 minutes. If a
compute node is in the overloaded state, AEQUO evaluates
which of its VMs could be moved. If there is more than
one compute node being overloaded, the one with the highest
CPU utilization will be selected. Two minutes after a VM
was moved from an overloaded compute node, the situation is
reevaluated. If the compute node is still overloaded, the next
virtual machine will be moved and so on.
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In each step, AEQUO individually evaluates where the VM
can be migrated, to accomplish an optimal placement with
respect to the total power consumption. It is a bad idea to
select the compute node with the lowest CPU utilization as
the target for the migration, because this compute node might
have been prone to be underloaded. Therefore, the compute
node with the highest utilization that is still able to handle the
additional load of the moved VM without getting overloaded
after the migration should be chosen. This is accomplished by
looking at the current load of the compute nodes and adding
the load of the VM that is to be moved. If the resulting value is
lower than 90%, the destination compute node still has enough
resources free to accommodate the VM. In case that there are
no free resources available and a compute node is prone to
be overloaded, AEQUO just prints a warning message. Since
the prototype also supports hibernating unused compute nodes,
there might be some nodes that could be started to get the
necessary resources for the migration.

Despite of overloaded compute nodes, hosts can also be
in an “underloaded state”. In contrast to the overload state,
underload detection is not done by simply looking at the lower
limit. Instead, the prototype picks the compute node with the
lowest current load and evaluates if the load of this node can
be distributed onto the remaining nodes without causing them
to be overloaded afterwards. Since there are now probably
several VMs to be moved at once, an appropriate result needs
to be calculated, before AEQUO takes any actions because
there might not be an optimal solution. The problem that needs
to be solved is a bin packing problem [49]. Since this is a
combinatorial NP-hard problem, the prototype uses a simpli-
fied approach based on the first-fit decreasing algorithm. This
approach may not provide an optimal solution, but requires
O(nlogn) time instead of O(n?). If a solution was found,
it will be applied to the cloud environment, meaning that all
the VMs of a underloaded compute node will be moved to a
new location. After each migration that the prototype instructs
Nova to do, using the corresponding REST API, AEQUO will
pause for about 2 seconds. This break is used to give Nova
and libvirt enough time to process all the messages being sent
to carry out the migration. In other environments, the required
timespan for this pause might be different depending on how
many VMs a compute node might have on an average and
how long it takes to migrate them to another location. After
all VMs have been migrated away from the selected compute
node, the node can be hibernated, which is currently done by
AEQUO using SSH.

All these calculations are scheduled periodically at fixed
times. At the beginning all required data will be collected and
analyzed. Depending on the results, appropriate actions will
be executed and the process starts over again.

B. Optimizing the Energy Efficiency of Virtual Machine Place-
ment and Network Connectivity in OpenStack Environments

As we already mentioned in Sections II-C and IV-B, there
are also opportunities to reduce the energy consumption of
the network components. Using AEQUO with its capability
to monitor and control compute nodes, we currently prepare
the infrastructure and graph database to extend our prototype
to manage network devices. A possible scenario would be to
completely power off a 19-inch rack, including all contained
networking equipment like the ToR-Switch (top of rack) as
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well as the cooling for the rack. Therefore, it is necessary to
make AEQUO aware of the components in each rack, and the
energy consumption of these parts. This is necessary to support
decisions, in which the entire load can be moved from a rack
that could be subsequently shut down. At this point, we are
evaluating to include asset/facility management or monitoring
tools serving as an additional data source for AEQUO.

Another possibility to save energy is to shutdown redundant
paths and network devices or links that are only needed at peak
times. The devices could be powered off completely by using
power distribution units (PDU) as mentioned in Section IV-A.
Alternatively, some network devices (e.g., Cisco I0S routers
or CatOS switches) have CLI support to power modules or
ports up or down. To use these functions, AEQUO needs to
be aware of the network structure, to decide what parts of
the network can be powered off. As mentioned above, we are
currently implementing a graph database as defined in Section
IV-B. Instead of shutting down the links completely, network
components that support Energy Efficient Ethernet (EEE), as
described in Section II-C or techniques that control the power
used by individual ports of the switch, could also be integrated,
e.g., to throttle the link speed or enter EEE’s low power idle
mode. As described in Section II-C, the power reduction in this
case comes with the drawback of increased latency, which has
a negative impact especially on real-time applications. Hence,
AEQUO can be used to temporarily turn on EEE and related
mechanisms in the networking components when no real-time
applications are used (e.g., less VoIP applications or video con-
ferencing traffic during the night). Furthermore, the activation
and deactivation of power management mechanisms can also
be configured on redundant network paths, as illustrated in
Figure 3.

C. Network Device Standby and Power Management

As described in Section II-C, existing network power man-
agement solutions could be enhanced to include mechanisms
to power off network functions, links and components. The
ElasticTree project [21] already referenced the possibility to
introduce standby or sleep functions for networking hardware.
As such standby power management functions were (and are
still) missing in network equipment, [21] suggested to power
down idle or underutilized switches completely. From our ob-
servations with network equipment from Cisco, HP and Arista,
this approach has several drawbacks. For example, the Arista
7050S-52 and 7150S-24 switches (running Arista’s Extensible
Operating System (EOS) [50]) we used in our testbed in
Section VI, take about 5 minutes to boot after being powered
on again. Furthermore, powering down the entire switch is
currently only possible using external power distribution units
(PDUs) as described in Section IV-A. Since it is designed to
run continuously, common professional networking equipment
does not even have a power switch. As we used the two
switches in a multi-chassis link aggregation (MLAG) setup,
with each server being connected to both switches, we were
able to power down one of the switches, e.g., during off-peak
periods, without communication loss in the entire network.

Using external PDUs, the switch is unaware of being pow-
ered off, hence we observed minor communication disruptions
(i.e., dropping some frames, causing TCP congestion control
to reduce the bit rate, spanning tree topology changes due
to suspected link flapping). Also, frequent power disruptions
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might impose risks to the software and hardware state of
the switch, though we did not observe such effects in our
tests. Furthermore, we simulated the switch power manage-
ment by using virtualized network operating systems (namely,
Arista’s Virtual Extensible Operating System (VEOS) [50]) in
a VMware vSphere environment. Using this environment, we
were able to suspend the VMs running the virtual switches
and resume them, to simulate a suspend-to-disk function in
the switch. Again, only minor communication disruptions (as
described above) were noticeable. Compared to the boot time
of our Arista Hardware using EOS, the resume of virtualized
EOS (vEOS) took only up to 5 seconds in our tests.

Since Arista is using a Linux Kernel in their products, we
investigated further to evaluate the possibilities of a ”’suspend
to ram” solution. The EOS firmware is formed by a package
of a patched Linux Kernel (3.4.43 for EOS 4.14.2F), an initial
ramdisk, a root file system (squashfs) and a boot configuration.
Arista offers the sources for the firmware and the contained
packages on their website [50]. After modifying the sources
and adjusting the parameters of our cross-compilation envi-
ronment, we were able to compile a new kernel containing
power management support (i.e., ACPI) and build a custom
EOS 4.14.2F firmware. The kernel module for the Application
Specific Integrated Circuits (ASICs) used in the 7150S (Intel
FM6000 [51]) could not be compiled due to missing sources,
hence some modules from the stock firmware were used. Using
Arista’s API, currently unused ports and their transceivers
were successfully switched off (using 10GBase-SRL SFP+ this
procedure saves "2 Watt/port). Supend-to-disk (ACPI S4) and
”suspend to ram” (ACPI S3) were not unusable, as the BIOS
provided with the switch (Arista’s Aboot-norcal2-2.0.9) does
not fill the necessary ACPI tables. Also, watchdogs and custom
patches introduced by Arista limited the power management
and shutdown abilities of the switches. However, Arista uses
the open source BIOS coreboot in its switches that does
support filling the ACPI tables with S3 and S4 capabilities.

The hardware layout used in the 7150S switch consists
of a general purpose motherboard (based on AMD Tilapia
Fam10 reference design [52]) and a network switch ASIC
(Intel FM6000) being connected via PCle. Patches developed
by Arista removed the ACPI capabilities of the coreboot
firmware, though the AMD Tilapia Fam10 board supports them
[53]. After modifying the supplied sources and adjusting our
cross-compilation environment, we successfully compiled a
new coreboot firmware for the switch. As the Tilapia board
also includes the management network port, we were able to
unload the ASIC (Intel FM6000) fpdma kernel module and use
PCle power management. However, significant power savings
would require ”suspend to ram” support, which requires further
modifications to the firmware (e.g., saving registers in non-
volatile memory using AmdS3Save [53]). Another challenge
is waking up the switch after a successful suspend. Wake-on-
lan on the management network port of the general purpose
motherboard is theoretically possible, e.g., combined with
separate low-power proxy devices as introduced in [54].

Several papers presented theoretical approaches to imple-
ment power management functions in networking hardware
(i.e., routers and switches), e.g., also using sleep, standby
and rate-adaption techniques [55][56]. Some of them also
focused on power management in LAN switches [57][58][59]
combined with Energy Efficient Ethernet (EEE) in [60][61].
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An interesting combination with the suspend functions we
discussed above, might also be the migration of virtualized
routers and switches as presented, e.g., in [62]. Energy-aware
deployment of routers might also offer advantages to ensure
connectivity across distant data centers, as shown in Figure 4.

Other recent related work shows the possibilities of em-
ploying power scaling mechanisms in custom built routers,
e.g., based on NetFPGA cards [63]. We are currently eval-
uating to include such sleep and power scaling techniques in
our testbed. An option would be to develop custom physical
or virtual network switches (e.g., as described in [63]). The
other option would be to test the integration of power man-
agement mechanisms in existing typical data center networking
devices. Upcoming white box switches and open network
operating systems (e.g., [64][65]) are offering new possibilities
and less restrictions compared to not entirely open platforms
like Arista’s EOS. White box switches (e.g., [66][67]) also
use merchant silicon ASICs for the data plane and typically
common x86 architecture for general purpose CPUs and the
control plane that include ACPI power management in their
reference design. However, as described for the Arista devices
above, these features are typically disabled or unused today.

Some network hardware providers already offer network
power management frameworks (e.g., HP Adaptive Power
Architecture [68], Cisco EnergyWise [5]). For example, Cisco
EnergyWise can control EEE and hibernation functions of
Cisco Catalyst 2960-X switches [69]. However, these solutions
suffer the same problems as described above for our testbed.
The switch can be put into hibernation using EnergyWise API
or the CLI at the switch, but wake-up can only occur at a
specific previously scheduled time or by manually pressing
a button on the switch. While this is applicable for small
offices or shops, e.g., at night or during non-office hours, traffic
patterns of networks in private clouds are hard to predict and
hence hibernation cannot easily be scheduled on a regular
basis. This also holds true for multipath environments and
redundant network devices, as described in Section II-C, as the
performance requirements of private cloud networks typically
cannot be foreseen in all cases. Therefore, besides the power
management functions that are integrated in current networking
devices (e.g., CPU frequency scaling, EEE), holistic power
management frameworks that are able to toggle the power
on temporarily unused or redundant links, custom ASICs or
enable sleep or rate-adaption for an entire switch, are an
upcoming challenge for continuously increasing bandwidths
and the power consumption of today’s network infrastructures
as described in Section II-C.

Using our AEQUO prototype, as described in Section
V-A, we can control the power of temporarily underutilized
ports in the multipath network infrastructure shown in Figure
6. Additionally, AEQUO can issue CLI commands to the
network switches that deactivate ASIC modules or use ACPI
and PCle power management (Active State Power Manage-
ment (ASPM)) as presented in this section. Moreover, our
AEQUO prototype can be combined with external network
management and monitoring platforms (e.g., OpenNMS [70])
or data center infrastructure management (DCIM) solutions.
For example, the network management system could inform
AEQUO about a planned outage to ensure that all necessary
redundant links and components are up, or AEQUO in turn
could send information about current placement (e.g., across
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multiple sites, WAN links) of virtualized networking functions
(e.g., routers, firewalls) to the network management system
to reflect and monitor the changes in the network topology.
Arista EOS and custom virtual network switches also support
issuing CLI commands using OpenFlow. Therefore, AEQUO
could also inform a central software-defined networking (SDN)
controller instead of the network management system about its
power management decisions. This way, the network could be
dynamically adapted to ensure performance and fault-tolerance
requirements within or across multiple data centers while also
enhancing the energy efficiency of its links and devices.

VI. EXPERIMENTAL TESTBED

In the previous sections, we introduced procedures to
automatically migrate virtual machines between data centers.
This enables us to consolidate the virtual machines of an
organization onto a minimum number of physical servers
and to shutdown unneeded components. As a result, we are
able to increase the energy efficiency of an organization’s
actively running IT infrastructure. However, the procedure of
optimizing the virtual machine placement introduces load on
the infrastructure and causes additional energy consumption.
To get an idea of the energy impact of virtual machine
migration and energy savings from shutting down physical
components, a testbed has been set up at two sites in Germany.
We have improved the initial test environment described in [1]
with modern components, which are widely used in regular
data centers, allowing us to simulate a typical cloud envi-
ronment with independent compute, storage and networking
components.

A simplified overview of the Fulda University site test
setup is depicted in Figure 6. At the compute layer, the testbed
consists of four identical Dell PowerEdge R620 servers (for
reasons of clarity, only two compute nodes are shown in Figure
6), each equipped with two Intel Xeon E5-2650 processors
and 256 GB of memory. A unified storage backend was built
by utilizing two NetApp E2700 systems with a total of 48
SAS drives, which each compute node is connected to using
an independent 16 Gbit/s fibre-channel link. The networking
layer was built using the Arista datacenter switches 7050S-52
and 7150S-24, which provide 52 and 24 10-Gigabit-Ethernet
ports, respectively. Each compute node is connected to both
of the switches using a dedicated 10 Gbit/s fiber link. To
setup a cloud environment on the described hardware the
OpenStack Icehouse 2014.1.3 release on an Ubuntu 14.04.1
LTS platform was chosen. Two physical servers were used
as dedicated compute nodes with Openstack Nova, whereas all
other OpenStack components including block storage (Cinder),
networking (Neutron), dashboard (Horizon), image (Glance),
orchestration (Heat) and telemetry (Ceilometer) services are
running on the two remaining servers, which are not shown
in Figure 6 as described above. By this, we are able to
perform measurements of VM migrations without side-effects
introduced by the OpenStack infrastructure.

A primary requirement of our testbed is the feasibility
to log detailed measurements of the individual components’
power consumption. To meet this requirement, two Raritan
PX2-5260R power distribution units (PDU) have been in-
stalled, each using an independent electric circuit and pro-
viding 12 separately measured power outlets to connect our
equipment to. The measurement accuracy of our PDUs was
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Figure 6. Test environment and network cabling.

verified by using a professional digital power meter of the type
Yokogawa WT333. The discrepancies found were minimal and
can be neglected. All components at the compute, storage
and networking layers are equipped with redundant power
supply units (PSU), which are connected to each of the
PDUs. Further, we installed the network management system
OpenNMS to continuously poll both PDUs to get the current
power consumption of each power outlet. The resulting data
gets stored in a round robin database (RRDTool) for further
processing and graph generation.

The described testbed enables us to perform various test
cases (i.e., VM migration, suspending physical components)
under reproducible circumstances, as well as detailed measure-
ment of the energy consumption of each component. In addi-
tion, another full-featured cloud environment has been set up
at the Clausthal University of Technology, providing compute,
storage and networking layers in a similar manner. The testbed
is running OpenStack Icehouse as well and was connected to
University Fulda as an OpenStack region for testing purposes.
In the future, this setup will allow us to perform more realistic
measurements of virtual machine migration, by taking much
more metrics (e.g., WAN latency) into account.

VII. EVALUATION

Using the setup described in Section VI, we constructed a
test case to get an idea of the impact of virtual machine (VM)
migration and network interface suspension on the overall
power consumption. The test case consists of multiple phases,
which are executed automatically one after another, measuring
specific characteristics of the overall power consumption.

O—>30min >»O—>30min > 30min >O—> 30min >0
migrate 10 VMs
from Compute 1 to
Compute 2

delete all VMs on
Compute 1 and
Compute 2

initialize initialize
10 VMs on 10 VMs on
Compute 1 Compute 2

0 VMs on Compute 1
0 VMs on Compute 2

Figure 7. Testplan for measuring different load scenarios.

Figure 7 depicts the procedure of the test case, starting with
both compute nodes in idle mode (no VMs running). At an
interval of thirty minutes, first ten VMs on compute node 1 and
another ten VMs on compute node 2 are spawned. Afterwards,
all running VMs are migrated from compute node 2 to compute
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Figure 9. Power consumption of compute node 1.

node 1. Finally, all VMs are removed from both compute
nodes. While the test was running, the CPU utilization of the
compute nodes, as well as the power consumption of all of
the involved components was continuously measured. Figure
6 shows the measurement points for power consumption in our
testbed. Further, Figures 8 and 10 reveal the CPU utilization
while Figures 9 and 11 show the power consumption for each
of the compute nodes. Beside the CPU utilization the metric
Load is measured to get an idea of the overall system capacity.
Basically the Load metric is the moving average value of the
number of queued processes waiting for execution. A Load
value of 1.00 states that a system equipped with one CPU is
running exactly at its capacity. A single CPU-system running
at a Load of 2.00 has exactly the same number of processes
queued as processes currently running. Of course, the Load
metric also depends on the number of usable CPUs. Thus,
a server equipped with four CPUs will reach the limits of its
performance capability at a load value of 4.00.

The different phases of the test are denoted by red dotted
lines in Figures 8 to 12. The first step of creating 10 VMs
on compute node 1 is visualized in Figures 8 and 9 starting
at mark A;. The second step of creating the same number
of VMs on compute node 2 is visible in Figures 10 and 11,
starting at mark As. All VM instances created on the compute
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Figure 11. Power consumption of compute node 2.

nodes are set up to use the stress utility to generate a consistent
CPU load. To prevent running into system limits, the stress
command is configured to generate a maximum of 40% of CPU
utilization while keeping the overall system load below a value
of 16 (the number of cores available) on each compute node.
This leads to a CPU utilization of about 35% at the physical
compute nodes, which is represented by different colors of
the area in Figures 8 and 10. The effect of adding load to
the compute nodes is also clearly visible in the corresponding
power consumption graphs (Figures 9 and 11). While each of
the compute nodes consumes about 155 Watt at the beginning
of our test, the power consumption increases to about 290 Watt
after initializing ten VMs (Figures 9 A; and 11 A,). Our next
step was the migration of all VMs from compute node 1 to
compute node 2. The beginning of the migration is indicated by
markers B and By and the completion is depicted by markers
C7 and C5 in Figures 8 and 10, respectively. As all VMs are
now running on compute node 2, the CPU of the node is now
utilized by about 70%. After the last interval of thirty minutes,
all VMs were shutdown, which is recognizable at mark D5 in
Figures 10 and 11.

By collecting power consumption metrics from all of the
components, we are able to trace the weight distribution in
the whole setup. This is needed to include the actual cost of
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the migration (e.g., additional CPU and networking load) in
the overall power economization estimation. Figure 12 depicts
the overall energy consumption of our testbed, divided into
compute, storage and networking components. The total power
consumption with ten VMs running on each compute node
amounts to about 555 Watt and is shown starting at mark B.
The migration of all VMs to compute node 2, which took
around 10 minutes is recognizable between mark C and D.
It led to an increased CPU utilization of about 75% and a
system load of about 25 on compute node 2. There was no
measurable impact on the energy consumption of the storage
and networking components while the migration was ongoing.
However, an interesting effect is visible regarding the total
power consumption of the compute components after the
migration phase. With 0 VMs on compute node 1 and 20
VMs on compute node 2, the total power consumption is
around 525 Watt, which is about 30 Watt less, than in the
case where the VMs were spread over both compute nodes.
The effect is clearly visible in Figure 12, when comparing the
power consumption of the compute components in phase B
to C (ten VMs on each compute node) and phases D to E
(twenty VMs on compute node 2). Of course, this effect is a
result of components being more efficient when operating on
higher load, which supports our idea of consolidating VMs on
a minimum possible number of physical hosts.
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Figure 12. Total power consumption of the testbed setup.

Finally, the possibility of suspending one of the compute
nodes was evaluated. For instance, in phase C this would
allow us to economize the power consumed by the compute
node itself, as well as the power drawn by the networking
interfaces it was using to connect to the switches and storage
systems. The result of this is not visualized in our figures.
However, one can see the effect by subtracting a compute
nodes idle power consumption from the total value.

Our measurement of the testbeds energy consumption shed
light on possible further enhancements of our prototype and
identified non energy-proportional entities in our infrastructure
that have a huge potential for energy savings. The AEQUO
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prototype provides the capabilities to address these promising
components and builds the foundation for controlling the
OpenStack services based thereupon. Compared the the related
work presented in Section II-D, AEQUO offers a novel ap-
proach that is able to take different parameters (e.g., utilization,
network connectivity requirements, temperature) into account
for an energy-efficient placement of virtual resources in ex-
isting OpenStack environments. This way, new and upcoming
compute and network power management techniques can be
leveraged to implement distributed energy-aware private cloud
infrastructures. Furthermore, currently available renewable en-
ergy resources at different data center sites or different energy
prices, as described in Section III, can be used as a parameter
for the optimization.

VIII.

In this article, we presented an overview of our efforts
to enhance the energy efficiency in OpenStack-based private
cloud environments. Our prototype, called AEQUO, uses
OpenStack’s standard APIs to monitor the components used
in our enterprise cloud testbed. As introduced, AEQUO uses
OpenStack Nova and Ceilometer, to acquire the virtual ma-
chines (VMs) and hosts running in a private cloud environment
together with their current CPU utilization. Furthermore, our
prototype is able to control and schedule VM migrations to
allow energy efficiency enhancements, i.e., by powering off
unused or underloaded recourses. Using wattmeters in exter-
nal power distribution units (PDU) we measured the power
consumption while starting, migrating and shutting down VMs
(instances) in our private cloud testbed.

CONCLUSION AND FUTURE WORK

The power measurements revealed as expected, that the
power consumption of network and storage components that
were used did not change during our tests, in contrast to
the compute nodes (servers). This is interesting, because the
process of migrating a VM from one host to another requires
its virtual hard disk and RAM state to be transfered over
the network. Additionally, the hard disk data needs to be
persisted on the destination storage system. Therefore, net-
work and storage components we used in our testbed must
be classified as non energy-proportional components. Thus,
there is potential for further research and optimizations. For
example, the network switches in our testbed use merchant
silicon instead of proprietary ASICs for the data plane, and
standard x86 hardware for the control plane, which supports
standard power management mechanisms (e.g., ACPI). Hence,
we analyzed, whether we could modify the switch operating
system to leverage standard x86 power management function-
ality. This way, we were able to deactivate unused links and
also developed experimental extensions that support to suspend
parts of the switch to improve the power management.

Another finding of our test runs was the fact, that there is
no linear correlation between the number of VMs running on
a compute node and its power consumption. In fact, it seems
that the energy efficiency can be enhanced, if the VMs can be
executed on a single host, rather than running the same number
of VMs on several compute nodes. Of course, this only holds
if the the CPU utilization has not already reached the physical
maximum. However, in our tests the service quality offered
by the virtual machines throughout the tests, which should be
impacted by the corresponding consolidation ratio, was not
monitored. This leads to the question whether a number of
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VMs running on a single compute node can provide the same
service quality (besides reliability concerns) compared to the
same number of VMs running on several distributed compute
nodes. An approach to investigate this aspect would be to use
a web server benchmark utility to produce load and gather
metrics for the service quality of web servers running in the
VMs. Another possible topic for further research that we will
focus on is the use of container virtualization instead of type-1
virtualization. In this case, containers are spawned or destroyed
on demand without the need to transmit any hard disk or
RAM contents. Typically, for example underlying type-1 VMs
can provide persistent storage and database services to these
containers. Also, the scheduling process of OpenStack could
be improved to increase the energy efficiency. For instance,
placing machines or affinity groups of dependent machines
near their users can reduce network latency and improve user
experience. As the prototype that we present in this article
contains an extension to the OpenStack scheduler, it could be
enhanced to support such an energy-efficient scheduling of new
virtual resources (e.g., containers, VMs).

Compared to the related work described in Section II-D,
our prototype can be easily integrated in OpenStack environ-
ments based on the current Juno release. Further techniques
and scheduling algorithms or resource pooling mechanisms
can be included in our prototype, thanks to its modularity
as described in the implementation section of this article.
Currently, our prototype is able to optimize the VM placement
and utilization of compute resources in OpenStack environ-
ments. Furthermore, we focused on network paths including
links and devices connecting the VMs to the network. While
energy-efficient networks were also discussed in [21][9][39],
our prototype is able to leverage existing and upcoming local
power management techniques of compute and networking
components (e.g., [9][19]). This way, for example, redundant
links in the network can be throttled or even entire devices
disabled when network and storage dependencies are integrated
into the optimization.

Correspondent scenarios that enhance network and storage
power management will be implemented in future testbed sce-
narios using our prototype. In this article, we already presented
several concepts as a starting point to improve network power
management. Regarding the storage components, apart from
the included standby and power management of the hard disk
drives, further investigation is needed. Additionally, our future
work includes the evaluation of benefits from different energy
prices and lower temperature at multiple sites, e.g., to reduce
energy costs for cooling.

As described in this article, we evaluate the use of re-
newable energy resources for distributed data centers running
private/ enterprise or hybrid cloud environments. By measuring
the costs for migrations or scheduling of resources in cloud
environments, we can evaluate the use of renewable energy
at different data center sites or leverage varying electricity
prices. As shown in this article, scheduling or migrating virtual
resources between data centers in northern, central or southern
Germany already has potential for energy efficiency enhance-
ments on the basis of days. We are currently working on a
simulation model to evaluate power consumption, migration
costs and the use of available renewable energy at distant data
centers. Upcoming frameworks for the acquisition of energy
consumption metrics in OpenStack (e.g., KWAPI and IPMI
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extensions) that are currently under development also offer
promising possibilities for further extensions to our prototype.
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