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Abstract—This paper proposes a visual query expansion 
method called Query-by-Appearance, which utilizes techniques 
developed in the field of editorial design. Our system expands a 
simple query into one that is informative and well-designed one, 
allowing users to find their desired e-book intuitively. To 
simplify the selection of target media data on modern touch 
screen devices, our system visualizes the retrieved results in a 
two-dimensional plot that incorporates both layout-based and 
color-based relevance rankings. We conduct two experiments 
to evaluate the effectiveness of our Query-by-Appearance 
method, comparing our automatically generated queries and 
conventional keyword-based queries in order to determine the 
extent to which the editorial design templates improve media 
retrieval. The results show that our visual query expansion 
method successfully increases retrieval performance for 
display-oriented media data. 

Keywords - e-Book, Search Engine, Editorial Design, Query 
Expansion 

I. INTRODUCTION 
This paper describes a Query-by-Appearance system [1] 

and its implementation framework for the EPUB3 e-book 
data format. Our system utilizes modern editorial design 
techniques, which enrich the overall appearance of books 
and magazines, to interpret users’ initial queries. By 
leveraging this editorial design knowledge, we develop an 
intuitive query editing method to find the desired e-book 
from the viewpoint of its visual appearance. 

Books are traditionally regarded as highly organized 
media for storing the inherited knowledge of humankind for 
many years. With the rapid progress of mobile computing 
technologies, many books are becoming digitized and stored 
in online libraries and on personal devices. Due to their 
proliferation, portable and personal devices dominated by a 
large display, such as tablet computers and smartphones 
[2],[3], are commonly used to view e-books and web pages. 
E-books, in particular, are fast becoming popular; the 
Association of American Publishers reported that total e-
book sales in January 2012 constituted 26% of all book sales 
in the United States [4]. Such proliferation and diversity of 
digital media increases the demand for an effective retrieval 
system. By enhancing the retrieval capability for e-books, we 
enable a wider scope for the sharing of human knowledge 
and more opportunities for its practical use.  

Generic retrieval methods, such as content-based image 
retrieval systems [5],[6] and keyword-based image search 

engines [7], are insufficient for retrieving e-books because 
users require high domain-specific search quality for 
frequently accessed media data. For example, a fashion 
magazine requires a fashion-domain-specific query for its 
retrieval, whereas very different query is required to retrieve 
an outdoor and nature magazine. Most approaches to image 
retrieval on the Internet adopt document search techniques 
that index images files by associating them with the 
surrounding text and HTML tag attributes [7]. Due to 
ambiguity and poor quality, both in the user-supplied 
keyword query and the textual metadata used to describe the 
media, web image retrieval systems find it difficult to 
incorporate visual features of the target media itself in the 
media retrieval process. 

Visual-oriented search mechanisms, which do not use 
text-based search methods, are promising because users often 
memorize e-book contents by association with their visual 
appearance. The overall visual appearance of the page layout 
is essential to e-book searches because the visual and spatial 
characteristics of graphical layouts are an important factor in 
recognizing the contents, as surveyed in [8]. For example, 
Woodruff et al. [9] indicated that the combination of textual 
information and thumbnails enhances the usability of Web 
search engines. However, because conventional book search 
systems utilize text information, such as tables of contents 
and indexes [10], there are no studies into layout-based 
search methods for e-books, in spite of the layout being an 
important factor for bookbinding. 

Thus, this paper proposes a Query-by-Appearance system 
that improves the query input process by exploiting some 
knowledge base of book design. Figure 1 illustrates the 
concept of our Query-by-Appearance system. Query-by-
Appearance system adopts editorial design as a template to 
restructure and modify rough queries entered as input by a 
user. When the system receives a query consisting of simple 
lines, it retrieves editorial design templates that are similar to 
the initial query, and uses them to enrich and improve the 
query. The system then retrieves actual e-book media data 
similar to those generated from the query. 

This system enables users to find the desired e-book by 
merely inputting just a simple, intuitive query, because the 
system ranks e-books according to the similarity of their 
overall composition, layout, colors, and overview, rather 
than detailed and trivial differences between them. The 
system is applicable to the following areas: 1) searching for 
vaguely remembered visual content, such as the cover of a 
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book or a web page, and 2) searching for DVD and CD 
covers/packaging by preparing appropriate templates.  

We implement a prototype system that can be embedded 
into media data by using JavaScript, which is supported in 
EPUB3 and HTML5. This prototype system applies a self-
search mechanism to the media data according to the internal 
page images and web page images in the browser history. 
The system encapsulates the templates derived from the 
editorial design methods into each e-book according to its 
style, such as that of a fashion magazine or mystery novel. 
This design principle makes it possible to interpret user 
queries by reflecting the characteristics of the target book 
itself. 

The remainder of the paper is structured as follows. In 
Section II, we discuss several related studies, and Section III 
introduces several motivating examples to show the 
advantages of our Query-by-Appearance concepts. Section 
IV presents an architectural overview of our system. We 
describe the four fundamental data structures and three core 
functions of our system in Sections V and VI, respectively. 
Section VII introduces the prototype system. In Section VIII., 
we compare conventional keyword-based search method and 
our visual query-expansion method to show the advantages 
of editorial design. Finally, in Section IX, we offer our 
concluding remarks and some ideas for future work. 

II. RELATED WORK 
In this paper, we present a system architecture that aims 

to improve the effectiveness of e-book retrieval approaches 
by exploiting editorial design knowledge as a visual query-
expansion source. To cover all of these aspects, we divide 
our review of related work into three sections: 1) visual 
similarity analysis of media data, 2) document structure 
information extraction, and 3) query expansion for e-books. 

A. Visual Similarity Analysis of Media Data 
Several studies have investigated the development of a 

search engine that can consider the visual appearance of 
media. Content-Based Image Retrieval (CBIR) [5],[6] 
systems have been developed that allow users to search for 
images by visual similarity. Such systems support Query-by-

Example, which requires a sample image as the query input. 
However, CBIR methods are unsuitable for finding complex 
multimedia data such as websites and e-books because they 
ignore the semantic information associated with the images, 
such as text and annotations. An alternative method [11] has 
been proposed that calculates the similarity between the 
visual components of web pages according to their overall 
visual appearance. The system proposed in [12] analyzes the 
visual link structure created by assigning numerical weights 
to each image. This technique incorporates visual signals 
into text-based search engines in order to improve the 
accuracy of conventional searches. Although conventional 
approaches are effective in retrieving image data when a 
detailed query, such as a sketch or sample image, is 
submitted, it is difficult for novices to input such queries, 
especially in the domain of well-designed e-books. Thus, a 
new approach to assist users to create domain-specific 
queries for multimedia data is required. 

B. Document Structure Information Extraction 
In the field of document database systems, the extraction 

of document structure information is recognized as an 
important topic [13]. Recently, Gao et al. [14] proposed a 
method of analyzing the physical and logical structure of 
PDF documents, including global typographies, reading 
order, logical elements, chapter/section hierarchy, and 
metadata. In a book, the Table of Contents is an important 
resource for extracting the logical structure [15],[16]. Spatial 
and semantic information, such as the structure of page 
numbers, headers, footers, headlines, figures, and body text, 
can be analyzed to recognize the logical structure of a book. 
Another method for layout recognition was proposed by 
Igarashi et al. [17], who used adaptive analysis to determine 
the implicit structures of card-handling editors. Regardless of 
these efforts, the development of a general structure analysis 
method for all document types is nearly impossible, a point 
highlighted in [18]. It is therefore essential to provide a novel 
retrieval method that is aware of domain-specific visual 
features for each type of e-book.  

C. Query Expansion for e-books 
Traditionally, query expansion is an effective way to help 

users by modifying their initial query [19]. There is a query 
expansion method targeting e-books [20] that adopts 
Wikipedia as the entry point for the book search. This 
method exploits the link graphs found in Wikipedia to define 
the relevance metric between books. To apply the query-
expansion method to multimedia retrieval, concept-based 
query expansion [21], which provides high-level suggestions 
for expanding the original user query, is effective. For 
example, Hoque et al. [22] applied concept-based query 
expansion to the retrieval of web images by extracting a list 
of concepts that are related to the query from Wikipedia. 
Natsev et al. [23] proposed query expansion methods that 
integrate text-based keyword relevance analysis and content-
based visual example analysis to identify the most relevant 
visual concepts for a given query. One example of a query 
expansion method applied to a domain-specific area is that of 

 
Figure 1. Conceptual view of the Query-by-Appearance System for Style-
Oriented e-Book Retrieval Using Encapsulated Editorial Design Templates 

for Query Generation. 
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Joly et al. [24], which describes visual query expansion for 
detecting specific logos in photographs. 

Our Query-by-Appearance system differs from these 
existing query expansion methods in the following two 
aspects. First, as shown in Figure 1, Query-by-Appearance 
provides well-designed examples as alternatives to the initial 
query of a user. Second, in contrast to keyword-based 
approaches, Query-by-Appearance first retrieves the relevant 
editorial design templates, and then uses them to generate 
various query suggestions. This enables the system to 
provide well-designed visual queries for retrieving a suitable 
e-book. Moreover, although previous work on query 
expansion has mainly focused on the precision of the 
expanded queries, the main objective of this study is to 
demonstrate the effect of visual query expansion presentation 
methods by displaying the retrieval results in a two-
dimensional ranking plot that incorporates layout-based and 
color-based relevance rankings. 

III. MOTIVATING EXAMPLE 
Our Query-by-Appearance method is used in following 

situation. For example, a user has 400 books in iPad News 
Stand. User tries to find book which title, author, published 
date is uncertain, but remember cover image vaguely. In this 
case, by using our system, user could retrieve desired book 
thorough inputting rough visual appearance. When inputting 
layout and color, it does not have to be correct and specific, 
because our system generates inputted query into nearest 
template. On the other hand, our system is not suitable for 
retrieving books which title and author is clear. In such case, 
user prefers to use keyword-based search method 
implemented in the conventional e-book stores and readers. 

Another example is dedicated for a user experience 
aspect. A user draws a rough sketch on a touchscreen of 
smart devices, such as iPad and Android, according to 
his/her ambiguous memory. Then the system generates the 
well-designed e-book image data to retrieve search results. 
This approach is highly effective in web-based touch screen 
interfaces because it simplifies the query-input task. The 
touch screen interface visualizes both the layout similarity 

and color similarity in a two-dimensional matrix, enabling 
users to retrieve the desired e-book according to their 
preferences (i.e., the weights of the layout similarity and 
color similarity) by selecting a sub-matrix in the visualized 
two-dimensional matrix. 

IV. SYSTEM ARCHITECTURE 
Figure 2 illustrates the architectural overview of the 

proposed system. Query-by-Appearance provides an indirect 
e-book retrieval mechanism that is leveraged by a knowledge 
base of editorial design. Here “indirect” means that the 
system selects the relevant templates for query generation 
according to an initial query which consists of rough sketch 
and several colors. And then, the system generates actual 
queries by using the selected templates, which are well-
designed and have coordinated colors. The system retrieves 
e-book images that are similar to the generated queries 
inspired by the initial rough query, and visualizes the results 
in a two-dimensional ranking. This query-assistance function 
enables users to input a layout and color scheme by using a 
web-based touch interface, allowing the search to be 
conducted intuitively through rough visual appearances, 
rather than technical knowledge. 

The query templates consist of layouts and color schemes. 
The layout can be specified by a rough sketch or by selecting 
an appropriate template, and a well-designed color scheme, 
derived from a color-design book [25], is provided.  

The most important function of our system is the visual 
query expansion function that utilizes both layout and color 
to enrich and extend the input query. This function employs 
a design template database that stores layouts and color 
scheme data. The templates are defined by sets of matrices; 
thus, the system is able to select relevant templates by 
calculating the similarity in the layout structure. In addition, 
20 color schemes are provided by the combination of 102 
colors.  

The Query-by-Appearance system for e-books performs 
the following six steps: 
1. The user inputs a rough layout sketch on the HTML5 

Canvas system. 

 
Figure 2. System Architecture of the Query-by-Appearance System. 
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2. The system converts the rough layout query input into a 
matrix, which it compares with 30 templates stored in 
the knowledge base. 

3. The system generates colored templates by adding color 
to the selected layout using the 20 color schemes in the 
knowledge base. The sets of colored templates are 
automatically expanded to image matrices that include 
the layout structure and the color scheme. 

4. The system calculates the similarity between the 
expanded query matrices and e-book image data stored 
in an e-book database. The e-book image data is 
preliminarily clustered into 102 colors. 

5. E-book cover images that contain similar editorial 
design characteristics are visualized in a two-
dimensional ranking plot with a generated query axis 
and a ranking axis.  

6. Further retrieval is conducted when the user selects a 
color on a sub-matrix in the principal two-dimensional 
matrix.  

V. DATA STRUCTURES 
This section shows data structures used in our visual 

query expansion method. Our system contains four 
fundamental data structures: A) Query Template Knowledge 
Base from Editorial Design, B) Query Matrix, C) e-book 
Database, and D) Visualization. 

A. Query Template Knowledge Base from Editorial Design 
Our editorial design knowledge base for visual query 

expansion consists of the layout template, and the color 
scheme. The left side of Figure 3 shows an example layout. 
The layout template matrix is the set of matrices. The right 
side of Figure 3 shows an example of a design template 
matrix. Layout information consists of a base color, an 
assorted color, and an accent color, which are assigned the 
numerical identifiers 0, 1, and 2, respectively. Each of color 
types defines the role of a color. the detailed and formal 
definition of those three colors are given later in this section. 
The layout template matrix 𝑇𝐿 is defined as follows: 

𝑇𝐿 ≔ �
𝑡[0,0] ⋯ 𝑡[0,𝑚]
⋮ ⋱ ⋮

𝑡[𝑛,0] ⋯ 𝑡[𝑛,𝑚]

� 
 
(1) 

where 𝑡[𝑖,𝑗] indicates the color type at location [i, j] in the 
template matrix. The system colors each column according 
to this number. It is important to mention that our Query-by-
Appearance model does not assign specific colors to the 
layout matrix statically, but provides a dynamic color 
assignment mechanism to generate the query according to 
user demands. Thus, the layout template 𝑇𝐿 only specifies the 
role of each color as the base color, assorted color, or accent 
color. According to these roles, the system dynamically 
assigns the actual colors defined in the color scheme 
template. 

The color schemes are combinations of colors suitable for 
joint use. Figure 4 shows several examples of color schemas 
taken from an editorial design book [25]. Each color scheme 
consists of a base color, an assorted color, and an accent 
color. We have assigned an adjective to these color schemes 
in order to group them; the adjectives represent human color 

 
Figure 3. Structure of the Design Template Matrix. 

 

 
Figure 4. Color Schemes taken from an Editorial Design Book [25]. 

 

 
Figure 5. e-Book Matrix Generation. 
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perceptions. In total, we have defined 18 groups of color 
schemes by using a color scheme definition dictionary [25]. 

The color scheme is a triplet of colors, which is a 
combination of 102 primitive colors. As shown in Figure 4, 
each color scheme is assigned a specific adjective. Our 
system draws colors in each column according to this 
scheme, thus expanding the queries in order to generate e-
book image data. The color scheme CS is defined as follows: 

𝐶𝑆 ≔ 〈𝑐𝑏𝑎𝑠𝑒 , 𝑐𝑎𝑠𝑠𝑜𝑟𝑡𝑒𝑑 , 𝑐𝑎𝑐𝑐𝑒𝑛𝑡〉 
where cbase, cassorted, and caccent denotes colors modeled in 
HSV color space. Our model represents colors using the 
HSV (hue, saturation, and value) color space. HSV is widely 
adopted in image and video retrieval because it describes 
perceptual and scalable color relationships. In order to select 

appropriate colors, we have selected 102 Munsell basic 
colors [26]. The details of those colors are as follows: 
 A base color is the dominant color in the layout. It is 

used as the background or main theme color. This 
color occupies over 70% of the surface. 

 An assorted color is the secondary dominant color. It 
has strong relationship with the base color. This color 
supports and enhances the impression of the base color. 
The assorted color occupies 25% of the surface.  

 An accent color is a salient color that occupies less 
than 5% of the surface. It determines the structure and 
texture of the image. This color is very important 
because it is recognized as forming the basic shape of a 
figure drawn on the material. 

 
Figure 6. Screenshot of the Prototype System for Visualizing e-book Search Results. In this screenshot, a user selected the layout template. 

 

 
Figure 7. Screenshot of the Prototype System for Visualizing e-book Search Results. In this screenshot, a user sketched the layout to retrieve design templates. 
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B. Query Matrix 
Our system converts each query into a matrix that 

represents the rough input of the user, such as simple lines 
drawn on HTML5 Canvas. We call this the query matrix, 
which is important for calculating the similarity between user 
input and layout templates in the knowledge base. The query 
matrix Q is defined as follows: 

𝑄 ≔ �
𝑤[0,0] ⋯ 𝑤[0,𝑚]
⋮ ⋱ ⋮

𝑤[𝑛,0] ⋯ 𝑤[𝑛,𝑚]

� 
 
(2) 

where 𝑤[𝑖,𝑗] indicates whether a line is present at [i, j] in the 
query. The system models an initial query in pixel level 
granularity because the templates are designed in a raster 
format. This is reasonable for dealing with many editorial 
design templates utilizing various design techniques such as 
blur effect and shadowing effect. Weights are assigned to 
each column as follows: if a line passes through a column, 
we assign a weight of 1.0 to the column; regions surrounding 
columns with a weight of 1.0 are assigned a weight of 0.5; if 
no line passes through a column, we assign a weight of 0.0. 
These weights are used to find the inner product of the user 
query matrix and the layout template matrix defined in the 
previous subsection.  

C. e-Book Database 
Our system converts JPEG-format image data into a 

matrix structure by clustering the image into the 102 system 
colors. We call the resultant data structure an e-book matrix. 
This is a 30 × 20 data matrix in which each cell represents 
the color at the corresponding point in the image, as shown 
in Figure 5. The e-book matrix is used to calculate the 
similarity with the expanded query matrix obtained from the 
user input and template knowledge base. The e-book 
database matrix D is defined as follows: 

𝐷 ≔ �
𝑑[0,0] ⋯ 𝑑[0,𝑚]
⋮ ⋱ ⋮

𝑑[𝑛,0] ⋯ 𝑑[𝑛,𝑚]

� 
 
(3) 

where d[i,j] represents each element of the matrix, and [i, j] 
represent the rows and columns, respectively, of the image 
data in the matrix.  

VI. CORE FUNCTIONS 
Query-by-Appearance system consist of three core 

functions as follows: A) the visual query expansion function, 
B) the query-by-appearance function, and C) the 
visualization function. When the system receives an initial 
query, which is a rough sketch, the system applies the visual 
query expansion function to generate several queries by 
making the initial query well-formed according to the 
editorial design templates. And then the system applies the 
query-by-appearance function to calculate similarity scores 
for each generated query and each e-book in the database. 
Finally the system visualizes the retrieval result by ranking e-
books in the descending order of scores. 

A. Visual Query Expansion 
Step-1: Selecting the Most Relevant Template. The 

system selects the most relevant template by comparing the 

user input with the template matrices stored in the template 
knowledge base. The system uses the selected templates to 
generate actual queries. We call this “query assistance 
function”. The inner product of the transformed user input 
matrix, which consists of sketched line data, and the 
template matrices stored in the template knowledge base is 
calculated in order to analyze the degree of similarity. 
Higher values of the inner product indicate greater similarity. 

The function is defined as follows: 

𝑓𝑙𝑎𝑦𝑜𝑢𝑡(𝑞, 𝑡) ≔  ��𝑞[𝑖,𝑗]𝑡[𝑖,𝑗] 
ℎ

𝑗=1

𝑤

𝑖=1

 
 
(4) 

where 𝑞[𝑖,𝑗] indicates whether a line is present at position [i, 
j] in the query matrix, and 𝑡[𝑖,𝑗] indicates whether a line is 
present at [i, j] in the template matrix. This calculation 
measures the line similarity between the query matrix and 
the template matrix by checking all the pixels. This 
similarity measure is used for only choosing the relevant 
template, and is not used for actual e-book retrieval phase. 

Step-2: Assigning Colors to the Template. Our system 
provides two strategies for assigning colors to a template. 
The first strategy allocates a base color to the dominant area 
of the template and allocates an assorted color to the 
secondary dominant area of the template. This strategy is 
called “straight color assignment”. The straight color 
assignment strategy keeps original roles of the base color 
and the assorted color. In contrast, the second strategy 
allocates a base color to the secondary dominant area of the 
template and allocates an assorted color to the primary 
dominant area of the template. This exchange of the base 
color the assorted color is a well-known technique for 
creating variations of color scheme. The color assignment 
function is defined as follows: 

𝑓𝑎𝑠𝑠𝑖𝑔𝑛(𝑇𝐿 , CS) → Q ≔ �
ℎ𝑠𝑣[0,0] ⋯ ℎ𝑠𝑣[0,𝑚]

⋮ ⋱ ⋮
ℎ𝑠𝑣[𝑛,0] ⋯ ℎ𝑠𝑣[𝑛,𝑚]

� 
 
(5) 

 
Figure 8. Visualization Matrix Structure. 
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where TL indicates the template data, and CS denotes a color 
scheme containing three HSV colors. 

Step-3: Color Space Conversion. The system converts 
RGB color values of each image to HSV at the pixel level. 
We adopt the following well-known RGB to HSV 
conversion equation. 

V =  max(R, G, B) (6) 
 

S = 255 ×
max(R, G, B) − min(R, G, B)

max(R, G, B)  
 
(7) 

 

H =

⎩
⎪⎪
⎨

⎪⎪
⎧ 60

𝐵 − 𝐺
max(R, G, B) − min(R, G, B)

𝑅 == max(R, G, B)

60 �2 +
𝑅 − 𝐵

max(R, G, B) − min(R, G, B)
� 𝐺 == max(R, G, B)

60 �4 +
𝐺 − 𝑅

max(R, G, B) − min(R, G, B)
� 𝐵 == max(R, G, B)

 

 
 
(8) 

B. Query-by-Appearance 
Our system calculates the correlation between the 

generated query matrix and e-book image data matrices in 
order to retrieve the relevant e-book image. The Query-by-
Appearance operation is defined as follows: 

𝑓𝑞𝑏𝑎(𝑄,𝐵) ≔  ��∆𝑔𝑜𝑑𝑙𝑜𝑣𝑒�𝑄[𝑖,𝑗],𝐵[𝑖,𝑗]�,
ℎ

𝑗=1

𝑤

𝑖=1

 
 
(9) 

 
∆𝑔𝑜𝑑𝑙𝑜𝑣𝑒

≔  
2𝑆1𝑆2 �1 − cos �2π |𝐻1−𝐻2|

100
�� + (|𝑆1 − 𝑆2|)2 + (4|𝑉1 − 𝑉2|)2

2
 

 
(10) 

where 𝑄[𝑖,𝑗]  denotes a color at the specific point in the 
generated query matrix, and consists of HSV components H1, 
S1, and V1. 𝐵[𝑖,𝑗] denotes a color at a specific point in the e-
book image data, and consists of H2, S2, and V2. This 
calculation measures the color similarity between the 
expanded queries and the e-book image data for each block. 
We employ Godlove’s delta equation [27] to calculate the 
distance between two HSV colors. To improve the precision 
of color distance, the CIEDE2000 delta equation [28] can be 
applied. We adopt Godlove’s delta equation here due to its 
faster computational performance. 

Our system uses a two-dimensional ranking mechanism 
to present the results of the e-book image search. This 
visualization format enables users to select books on the 
basis of their layout and color similarity. The system samples 
template data from a wider field than the user’s input in 
order to display the retrieval results interactively on the basis 
of the layout and color choices. 

The two-dimensional ranking procedure employs the 
following steps: 1) The generated queries are shown on the 
horizontal axis. Each column contains a particular query 
template and color. 2) The ranking of e-book image data is 
shown on the vertical axis. 3) The system stacks the e-book 
image data according to the similarity score of queries and e-
book metadata in each cell.  

C. Visualization 
The system visualizes the layout and color similarity 

using a two-dimensional ranking, as shown in Figure 6 and 
Figure 7. Results with similar editorial design characteristics 
are visualized in a grid layout, where the horizontal axis 
corresponds to the variation of expanded queries and the 
vertical axis corresponds to the relevance ranking. 

The visualization model places the most relevant e-book 
in the upper-left position because this placement implies a 
high relevance scores for both the layout and color scheme. 
This ranking visualization scheme consists of two relevance 
scores for each cell. The ranking array 𝐶𝑒𝑙𝑙𝑥  is defined as 
follows: 

𝐶𝑒𝑙𝑙𝑥 ∶=  〈𝐿𝑖,𝐶𝑗,�𝐵𝑥−1 ⋯𝐵𝑥−𝑝�〉 (11) 
where 𝐿𝑖  is the layout ID, 𝐶𝑗  is the color ID, and 
�𝐵𝑥−1 ⋯𝐵𝑥−𝑝� determine the ranking order in a column. The 
order of books in a certain column depends on their color 
relevance. Figure 8 shows the basic layout of this 
visualization model. Figure 6 and Figure 7 show screenshots 
of prototype system implementation that visualize the above 
model. In this model, each cell represents a specific “rank” 
of the corresponding e-book. Our system generates the 
ranking according to the relevance score, which is calculated 
with inner product, by sorting them in a descending order. 

VII. SYSTEM IMPLEMENTATION 
We have implemented a prototype of the Query-by-

Appearance system that calculates the similarity between 
generated queries and editorial design templates. The 
screenshots of the prototype, which uses HTML5 Canvas 
and JavaScript, is shown in Figure 6 and Figure 7. In Figure 
6, a user selected the layout template, and the system 
generated the query according to the selected layout and 
color schemes. In Figure 7, a user sketched the layout to 
retrieve design templates, and the system listed the ranking 
of the layout templates and assigned the colors for the 
retrieval results. An important feature of this implementation 
is that it uses standard web technologies, which are also used 
by the current EPUB3 specification. Thus, we can apply our 
method to EPUB3-based e-books without significant 
modification.  

Figure 9 shows the detailed architecture of our prototype 
system, which specifically includes the modern HTML5 
technologies Canvas API, Web Storage API, and Web 
Workers API. The system consists of the following three 
modules: a query editor, a visual query expansion system, 
and a search result visualization engine. We now describe 
these components in detail. 

The main user interface is the query editor, which uses 
HTML5 Canvas to produce two-dimensional interactive 
vector graphics. Users sketch the layout query on the query 
editor, and select a color scheme. When they have finished 
drawing, the query editor encodes the figure into JavaScript 
Object Notation (JSON) format and passes it to the visual 
query expansion system. This procedure allows our system 
to share the JSON-encoded figure among multiple web 
workers to parallelize the execution of visual query 
expansion.  



169

International Journal on Advances in Internet Technology, vol 5 no 3 & 4, year 2012, http://www.iariajournals.org/internet_technology/

2012, © Copyright by authors, Published under agreement with IARIA - www.iaria.org

The visual query expansion system is a core component 
of the proposed system. It expands the input query into well-
designed layout and color information by retrieving relevant 
editorial design templates and assigning colors to the 
retrieved templates. The visual query expansion system 
consists of the following sub-modules: an editorial design 
template management system, a query generator, and a 
content-based image retrieval engine. The editorial design 
templates are embedded in an HTML file as plain text, and 
the editorial design template management system parses this 
file to reconstruct the editorial design template objects. By 
storing them in HTML5, we can deploy various templates 
according to the e-book content. The query generator applies 
the retrieved templates to generate actual queries, and stores 
the generated queries using the Web Storage API in order to 
reduce the communication overhead between web browsers 
and the server. Finally, the content-based image retrieval 
engine executes the generated queries over the database 
contents. This retrieval process is parallelized by the Web 
Workers API, and the retrieved e-books are presented to the 
user by the search result visualization engine. 

The most important feature of this architecture is that the 
query expansion process and the data retrieval process can be 
executed on the client side. This client-side execution 
framework is beneficial as it permits our method to retrieve 
contents that are inside a book. In addition, this system 
spawns real OS-level threads from the Web Workers API to 
parallelize the e-book retrieval process. Modern HTML5 
technologies enable us to implement complex processes in 
web browsers. 

VIII. EVALUATION 
This section evaluates the effectiveness of our Query-by-

Appearance system when applied to the existing books. The 
experimental data comprise 130 book cover images from 
Amazon.co.jp. We perform two evaluation experiments: 
Experiment 1 is an evaluation of retrieval precision, and 
Experiment 2 is an evaluation of the effectiveness of our 
system by measuring the time consumed for retrieving the 
desired book by using our system and the conventional book 
search system. 

A. Experiment-1: Outline of Experimental Studies 
In this section, we evaluate the effectiveness of our 

system by examining its retrieval precision. The aim of this 
experiment is to clarify the effectiveness of retrieving book 
cover images by utilizing the editorial design methodology. 
We compare the retrieval precision using two search 
methods: 1) queries are generated using only layout 
templates and 2) queries are generated by integrating layout 
templates and color scheme templates. We show that the 
integration of a layout template and a color template makes a 
significant contribution to the e-book retrieval result. 

For this experiment, we prepared: 1) 130 book cover 
images from Amazon.co.jp, 2) five queries, and 3) five 
answer data sets for each query. The queries and answer data 
sets were formed in consideration of the basic structures of 
editorial design: a symmetrical layout, a diagonal layout, and 
a layout with a gravity point in the center. Thus, the 
following five queries were chosen (see Figure 10): 

 
Figure 9. Prototype System Architecture of the Query-by-Appearance System Implemented Using Modern HTML5 Technologies. 
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generated queries are stored using the Web Storage API. 

The CBIR engine utilizes the 
Web Worker API to execute the 
matching process in parallel. 
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Query-1.  Draw a cross shape to divide the canvas into four 
sections. 

Query-2.  Draw a vertical line along the center of the canvas 
to divide it into two sections. 

Query-3.  Draw two horizontal lines on the canvas to divide it 
into three sections. 

Query-4.  Draw a rectangle in the center of the canvas to 
divide it into two sections. 

Query-5.  Draw two vertical lines on the canvas to divide it 
into three sections. 

We have used color schemes that consist of three colors (as 
shown in Figure 3 and 4). The system calculates the 
similarity between the queries and the generated e-book 
image data.  

B. Experiment-1: Experimental Results 
In this section, we evaluate the retrieval precision of the 

five queries specified in the previous subsection. Figure 11 
shows some retrieval results for a combination of a query 
and color scheme. Our approach assigns two scores for the 
retrieved rank. The first is the average number of correct 
answers in the top 20 that were retrieved using only template 
relevance. The second score is the average rank of correct 
answer data that has the chosen color scheme. Our approach 
assigns a score based on the retrieved ranking. Thus, we 
obtain one score for the average correct ranking using layout 
relevance alone (i.e., from search method 1) and one for the 
average rank of correct answer data when color scheme 
templates were integrated (i.e., search method 2).  

Figure 12 shows the average scores of the top 20 ranking 
for each query. This result shows that search method 2 
(integrating both layout and color templates) achieves better 
retrieval precision than method 1 (using the layout template 
only), as a superior (lower) rank has been assigned to results 
that correspond to the query. This shows that our system 
effectively retrieves e-book images using layout templates 
and color schemes. 

C. Experiment-2: Outline of Experimental Studies 
In this section, we evaluate the effectiveness of our 

system by measuring the time consumed for retrieving the 
desired book by using our system and the conventional book 
search system. The aim of this experiment is to clarify the 
effectiveness of our visual query expansion method by 
comparing it with the exiting book retrieval system. We have 
compared our system and the keyword-based search engine 
implemented in Amazon.co.jp. It is important to mention that 
this experiment assumes that a user forgets the details about 
the target book and cannot submit the book's title correctly. 
In such a situation, our visual query expansion method 

 
Figure 10. Five Experimental Queries drawn on the Canvas. 

 

 
Figure 11. Top 20 Retrieved Images for the Combination of Query 3 and 

“cool” (left), and Query 1 and “sporty” (right). 
 

 
Figure 12. Retrieved Rank Scores Using Search Method 1 (left-hand bars) 

and Search Method 2 (right-hand bars). 
 

 
Figure 13. Ten Books to be Retrieved in Experiment-2 (Images are Shaded 

Off for Protecting Copyrights). 
 

 
Figure 14. Editorial Design Templates used in Experiment-2. 
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effectively contributes to user's retrieval process. We 
compare the time consumed to find the correct result by 
using four search methods: 1) queries are generated using 
Query-by-Appearance system, 2) publisher’s name is 
submitted for Amazon.co.jp, 3) author’s name is submitted 
for Amazon.co.jp, and 4) publication date is submitted for 
Amazon.co.jp. We have asked five casual people for five test 
subjects to find ten books by using those four methods. 
Images of ten books are shown in Figure 13. Figure 14 
shows the editorial design templates used in Experiment-2. 
We have measured the time (second) until each test subject 
find the correct result. We show that our visual query 
expansion method and visualization method make a 
significant contribution to reduce the time required to find 
out the correct result.  

D. Experiment-2: Experimental Results 
In this section, we evaluate the retrieval time of the ten 

queries by using four methods specified in the previous 
subsection. We plot the averaged time of five test subjects 
for each query. When a test subject could not find the correct 
result, or gave up finding the book, we considered it as 
consumption of 180 seconds. Figure 15 shows the time 
consumed to find the correct result by using Query-by-
Appearance system. Figure 16 shows the time consumed to 
find the correct result by submitting author’s name into 
Amazon.co.jp. Figure 17 shows the time consumed to find 
the correct result by submitting publisher’s name into 
Amazon.co.jp. Figure 18 shows the time consumed to find 
the correct result by submitting publication date into 
Amazon.co.jp. 

The average time consumed for searches carried out 
using our Query-by-Appearance system (Method-1) was 6 

seconds; the average time consumed for searches carried out 
using author’s name (Method-2) was 19 seconds; the average 
time consumed for searches carried out using publisher’s 
name (Method-3) was 104 seconds; the average time 
consumed for searches carried out using publication date 
(Method-4) was 141 seconds. This confirms that our visual 
query expansion method and visualization method 
significantly improve the e-book retrieval efficiency when it 
is compared with the existing search engine. 

IX. CONCLUSIONS AND FUTURE WORK 
This paper proposed the Query-by-Appearance system 

for e-books. The system provides an intuitive and effective 
query input and visual retrieval method based on the 
similarity of the overall layout and color scheme. A unique 
feature of this system is its visual query expansion function, 
which exploits structural design and analysis from the field 
of editorial design. This assistant mechanism is intuitive 
because it allows users to find a desired e-book by 
submitting a simple query. Our visual query expansion 
function is a design-based template-matching function that 
compares a user’s rough query with the embedded editorial 
design templates. We have performed an evaluation of the 
effects of our visual query expansion method on realistic 
search tasks. Experimental results showed that visually 
expanded queries perform a better and more consistent 
performance than manually conducted queries. In future 
work, we plan to develop a prototype system that supports 
the full specifications of EPUB3, and to perform a feasibility 
study by evaluating the scalability and effectiveness of our 
approach when applied to existing e-books. 

 

 

 
Figure 15. Time Consumed to Retrieve the Correct Result by using Query-by-

Appearance (Method-1). 
 

 
Figure 16. Time Consumed to Retrieve the Correct Result by Submitting an 

Author’s Name as a Query for Amazon.co.jp (Method-2). 
 

 
Figure 17. Time Consumed to Retrieve the Correct Result by Submitting a 

Publisher’s Name as a Query for Amazon.co.jp (Method-3). 
 

 
Figure 18. Time Consumed to Retrieve the Correct Result by Submitting a 

Publication Date as a Query for Amazon.co.jp (Method-4). 
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