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Abstract—We introduce bag relational algebra with grouping and aggregation over a particular representation of incomplete information called c-tables, which was first introduced by Grahne in 1984. In order for this algebra to be closed and “well-defined”, we adopt the closed world assumption as described by Reiter in 1978 and extend the tuple and table conditions to linear ones. We explore the problem of rewriting and simplifying this novel type of c-tables, show how to perform equivalence test for c-tables, and argue why it is difficult to create a canonical form for c-tables. We present certain answer semantics for a full-blown relational algebra with grouping and aggregation and accordingly present algorithms for executing the different relational algebra operators over our representation of incomplete information. The algorithms run in polynomial time relative to the size of the precise information, which makes them a candidate for implementation as part of a DBMS engine that supports storage and retrieval of incomplete information.
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I. INTRODUCTION

This paper extends a conference paper on the topic of querying incomplete information ([11]). We have added theoretical results on simplifying and checking the equivalence of c-tables and discussion on the existence of a canonical form for c-tables. We have also expanded the description of all algorithms that implement non-trivial relational algebra operators, such as monus, grouping, and aggregation, and added detailed proofs on the correctness and time complexity to all algorithms.

Many times, when information is entered into databases, the values for some of the fields are left empty for various reasons. In some cases, partial information about the blank fields is available. However, existing relational database technology does not allow for such information to be processed. Imielinski and Lipski in [2] were among the first to propose richer semantics for null values that allows for incomplete information to be processed. However, their model was based on set semantics. Later on, Libkin and Wong published a paper on querying incomplete information in databases with multisets ([3]), but included only a limited set of operators that excluded grouping and aggregation.

Other papers that tackle the problems of storing and querying incomplete information include [4], [5], [6], [7], [8]. However, they all fail to explore grouping and aggregation over bag semantics.

In this paper, we fill a gap in published research in the area of storing and querying incomplete information. More precisely, we show how bag relational algebra with grouping and aggregation can be applied over incomplete information represented as a particular variation of c-tables. A c-table consists of a of c-tuples and a global condition, where every c-tuple contains a regular tuple that may include variables for some of its fields plus a local condition (See Table I for an example). The semantics of a c-table is determined by the set of relational tables that it represents, where each representation is derived from a valuation for the variables in the c-table. In order for the relational algebra over c-tables to be closed and well defined, we define the semantics of a c-table to be over the closed world assumption, as defined in [9], and we extend local and global conditions to be linear. We will refer to such c-tables as linear c-tables, where the exact semantics will be presented in Section II-A.

C-tables were first introduced by Grahne in [10] to have local and global conditions that did not contain the “+” operator and the “>” relation. Later on, Grahne added the “>” relation in [4]. However, we are not aware of any published research that allows for the “+” operator to be part of the local or global condition of a c-table. On the other hand, introducing the “+” operator is required in order for relational algebra with aggregation over c-tables to be closed.

Note that several different linear c-tables may have the same semantics, that is, have the same set of representations. This is the reason why it is desirable to be able to check for equivalence between linear c-tables and be able to normalize linear c-tables. For example, when we store or visualize a linear c-table, we would want to use a compact and easy to understand representation. In the paper we present a novel procedure for simplifying linear c-tables that runs in polynomial time relative to the size of the precise information.

We show why it is difficult to construct a canonical form for linear c-tables and solve the problem of comparing linear
c-tables for equality.

The main contributions of the paper are the algorithm for simplifying linear c-tables, the algorithm for comparing two c-tables for equality, and the algorithms for performing the different relational operators over linear c-tables. While the implementation of the operator projection, selection, and inner join are similar to the case of set semantics (see \[2\]), the algorithms for monus, duplicate elimination, grouping, and aggregation are non-trivial and novel.

A. Motivation

Real world requirements have shown the importance of storing and querying incomplete information. However, contemporary database management systems (DBMSs) provide only limited support (that is, only null values). Part of the reason is the lack of research in the area. While the problem of storing incomplete information is somewhat solved, querying incomplete information remains an open research challenge. This paper makes a significant step towards solving the later problem.

The main hurdle towards the implementation of a DBMS that can processes rich incomplete information is the intrinsic high cost of managing such information. However, note that the algorithms that we present for performing the various relational algebra operators are non-polynomial relative only to the size of the incomplete information. Taking into account the ever-increasing speed of computational resources, we believe that incorporating tools that store and query incomplete information within commercial database engines is feasible and practical. This work can play a key part in such an endeavor. For example, since the code for executing bag relational algebra operators is an important part of the kernel of a SQL engine, our algorithms can be used to implement a SQL engine that can query incomplete information stored as linear c-tables.

In what follows, in Section II we define a representation of incomplete information in terms of linear c-tables. In Section III we describe how linear c-tables can be simplified and compared for equality and explore the problem of existence of canonical form for c-tables. In Section IV we define bag relational algebra operators over linear c-tables and present example algorithms for their implementation. In Section V the problems of grouping and aggregation over linear c-tables are explored. Section VI provides a summary or the presented work and addresses areas for future research.

II. C-TABLES WITH LINEAR CONDITIONS

The problem of representing incomplete information in the relational model is almost as old as the relational model itself ([11], [12], [13], [14], [15]). When a null value appears in a relational table, its value can be interpreted as no information available, only partial information available, value not applicable, and so on. Most of the research on null values has concentrated on the first two meanings. Known representations of relational tables adopting these meanings for nulls include Codd tables, naive tables, Horn tables and c-tables. Codd tables are relational tables, where the values of some of the fields can be null. Naive tables are an extension of Codd tables, where each null is given a label and nulls having the same label represent the same unknown value. C-tables are naive tables with a local condition associated which each c-tuple and a single global condition associated with each c-table. A c-tuple in a c-table is part of the representation of the c-table under some valuation when the local condition of the c-tuples and global condition of the c-table are both true. Horn tables are a special kind of c-tables in which the local and global conditions are restricted to Horn clauses.

Grahne, in [4], considered Boolean conditions over the system \( \langle R, \{>, =\} \rangle \) i.e., Boolean expressions with variables and constants defined over the set \( R \) extended with “>” and “=”). To the best of our knowledge, except for [1], this is the most expressive system for expressing c-table conditions in published research.

In this paper we explore c-tables with conditions over the system \( \langle R, \{>, =, +\} \rangle \cup \langle S, \{=, \neq\} \rangle \), where \( R \) is used to denote the set of real numbers and \( S \) is the set of strings over some finite alphabet. While the “+” operator is introduced in order to make the algebra closed relative to aggregation, the system over strings is introduced in order to extend the expressive power of c-tables. Note that we do not explore conditions over \( \langle Z, \{>, =, +\} \rangle \), where \( Z \) is the set of integers, or over \( \langle R, \{>, =, *, +\} \rangle \). The reason is that, although these systems are more expressive, reasoning with them is much harder. For example, Fischer and Rabin have shown that the time complexity of deciding whether a formula over the first system is satisfiable is super exponential ([16]). Similarly, the time complexity of the fastest known algorithm for solving the same problem for the second system, which is presented in [17], is higher than exponential.

A. Definitions

We next present the syntax and semantics of a linear c-table.

Definition 1 (syntax of linear c-table): A linear c-table \( T \) as a finite and unordered bag of linear c-tuples and a global condition\(^1\). A linear c-tuple with attributes \( \{A_i\}_{i=1}^n \) is the sequence of mappings from \( A_i \) to \( D(A_i) \cup V_i \) plus a local condition, where \( i \) ranges from 1 to \( n \), \( D(A_i) \) denote the domain of \( A_i \) and \( V_i \) is used to represent a possibly infinite but countable set of variables over \( D(A_i) \). The local and global conditions can range over the system \( \langle R, \{>, =, +\} \rangle \cup \langle S, \{=, \neq\} \rangle \).

\(^1\)In order to keep the notation simple, we do not use special syntax for c-tuples and c-tables, where it will be clear from the context when we are referring a c-table (c-tuple) and when to a relational table (tuple).
Table I shows an example of a linear c-table. We will refer to the part of a linear c-table where the data is stored as the main part and to the remaining parts as the local condition part and the global condition part, respectively. In Table I, \( x, y, z \) and \( q \) are used to represent variables. Since our model is limited only to the domains of real numbers and strings, the domain of a variable that does not appear in the main part of a linear c-table can be inferred from the context in which it appears. For example, we can use the local condition \( x = 1 \) to deduce that the domain of \( x \) is the set of real numbers.

Table I expresses the information that either there are no students or there are two students that study in different schools and the name of one of them is “John” or “Mark” and the name of the other one is neither “John” nor “Mark”. Note that in this example and throughout the paper we will be using the closed world assumption. The assumption states that the database contains all existing individuals. In our example, we have used this assumption to conclude that there are at most two students in the database.

In order to formally define the semantics of a c-table, Imieliński and Lipski introduce a function called \( \text{rep} \) that maps a c-table \( T \) to a possibly infinite set of relational tables ([2]). Intuitively, the meaning of the \( \text{rep} \) function is that given a c-table \( T \), the function returns all relational tables that \( T \) represents under different valuations. In [2], this function is defined relative to the open world assumption. We define it relative to the closed world assumption. In the definition that follows, \( \text{main}, \text{lc} \) and \( \text{gc} \) are used to denote the main part, the local condition part, and the global condition part of a linear c-table, respectively. The symbol \( \varepsilon \) is used to denote the empty set.

**Definition 2 (semantics of a linear c-table):** A linear c-table \( T \) represents the set of relational tables that are defined by the following equation.

\[
\text{rep}(T) = \{ T' | \exists v, \text{ such that } v(T) = T' \} \tag{1}
\]

In the definition, \( v \) is a mapping that maps the variables in \( T \) to constants in the corresponding domains and is generalized to linear c-tuples as follows.

\[
v(t) = \left\{ \begin{array}{ll} v(\text{main}(t)) & : v(\text{lc}(t)) \land v(\text{gc}(t)) \\ \varepsilon & : \text{otherwise} \end{array} \right. \tag{2}
\]

The value of \( v(\text{main}(t)) \) is calculated by substituting the variables in the main part of \( t \) with the values to which \( v \) maps them. The mapping \( v \) is further extended to linear c-tables as shown in Equation 3, where \( \{t_i\}_{i=1}^{k} \) are the linear c-tuples in \( T \).

\[
v(T) = \{ | v(t_i)| i \in [1,k] \land v(t_i) \neq \varepsilon | \} \tag{3}
\]

In the above definition, we have used the common notation \( \{ | \cdot | \} \) to denote a bag of elements. While it is possible to define an ordering on the linear c-tuples inside a linear c-table, we leave this topic as area for future research.

Definition 2 is novel and differs from the definitions presented in [2], [4]. Unlike these papers, we define duplicate semantics for c-tables and use the closed world assumption. From now on, when the distinction is clear from the context, we will refer to linear c-tuples simply as c-tuples and to linear c-tables simply as c-tables.

### III. Simplifying Linear C-Tables

An important part of simplifying a linear c-table is simplifying the local conditions and the global condition, which are both expressed as linear conditions, and checking for their satisfiability. Details on how to simplify a linear condition and how to check if it is satisfiable under at least one valuation are presented next.

#### A. Linear Condition Simplification and Satisfiability Check

A linear condition is a Boolean expression and, as such, can be expressed as a disjunction of positive conjunctions. A positive conjunction is a conjunction of positive atomic linear conditions, where the later has the form \( \bar{a} \cdot \bar{x} = \bar{b} \) or \( \bar{a} \cdot \bar{x} < \bar{b} \) (\( \bar{x} \) is a variable vector and \( \bar{a} \) and \( \bar{b} \) are vector constants). An atomic linear condition includes in addition negative conditions of the form \( \bar{a} \cdot \bar{x} \neq \bar{b} \). An intuitive representation of a positive conjunction is a multi-dimensional polyhedron, which defines a semilinear set. Therefore, a linear condition can be interpreted as a set of disjoint polyhedra. Note however that, as shown if Figure 1, such a representation is not unique.

Let us first consider the algorithm that was proposed in [18] for normalizing conjunctions of linear equalities and inequalities. More precisely, the paper represents a conjunction of atomic linear conditions by the system \( A \bar{x} = \bar{b}, E \bar{x} = d, \neg(c_i \bar{x} = f_i) \), where \( A \) and \( E \) are matrices with constants, \( \bar{b}, \bar{d}, \bar{c}_i \) and \( f_i \) are vectors of constants and \( \bar{x} \) is a variable vector. The normalization algorithm

![Figure 1. Three different ways to represent the same two-dimensional point set as union of polyhedra](image)
Algorithm 1 simplify(C)
1: \( c_1 \lor c_2 \lor \ldots \lor c_n \leftarrow C \), where \( \{c_i\}_{i=1}^n \) are positive conjunctions.
2: result \( \leftarrow \) break_up\( (c_1, \ldots, c_n) \)
3: if result = \( \emptyset \) then
4: return false
5: end if
6: return \( c_1 \lor \cdots \lor c_n \)

Algorithm 2 break_up\( (c_1, \ldots, c_n) \)
1: result \( \leftarrow \{\text{normalize}(c_1)\} \)
2: for \( i \leftarrow 2 \) to \( n \) do
3: for \( g \in \text{result} \) do
4: result \( \leftarrow \) result \( \cup \{\text{normalize}(g \land c_i)\} \)
5: result \( \leftarrow \) result \( \cup \{\text{normalize}(g \land \neg c_i)\} \)
6: result \( \leftarrow \) result \( \cup \{\text{normalize}(\neg g \land c_i)\} \)
7: result \( \leftarrow \) result \( \cup \{g\} \)
8: end for
9: end for
10: for \( g \in \text{result} \) do
11: if \( g = \text{false} \) then
12: result \( \leftarrow \) result \( \cup \{g\} \)
13: end if
14: end for
15: return result.

Algorithm 3 fast_simplify(C)
1: \( c_1 \lor c_2 \lor \ldots \lor c_n \leftarrow C \), where \( \{c_i\}_{i=1}^n \) are positive conjunctions.
2: for \( i \leftarrow 1 \) to \( n \) do
3: \( c_i \leftarrow \text{normalize}(c_i) \)
4: end for
5: if \( c_i = \text{false} \) for \( i \leftarrow 1 \) to \( n \) then
6: return false
7: end if
8: return \( c_1 \lor \cdots \lor c_n \)

The pseudo-code for simplifying a linear condition \( C \) is presented in Algorithm 1. The algorithm first breaks \( C \) into a disjunction of positive conjunctions. Next, the algorithm divides the conjunctions so that they do not overlap. As a final step, the algorithm normalizes the conjunctions that are computed using the normalization algorithm from [18]. The following theorem address the correctness of the algorithm.

**Theorem 2:** Algorithm 1 is correct, that is, \( C = \text{simplify}(C) \) for any linear condition \( C \).

**Proof:** Line 1 of Algorithm 1 breaks \( C \) into disjunctive normal form and therefore does not change the value of \( C \). Algorithm 2 breaks up conjunctions so that they do not overlap. The conjunction of the expressions \( g \land c_i \), \( g \land \neg c_i \), and \( \neg g \land c_i \) is equal to \( g \lor c_i \). Therefore, Lines 4-7 of the Algorithm 2 remove \( g \) from the set of conjunctions stored in result and add \( g \lor c_i \). Therefore, the net effect of the lines is to add \( c_i \) to result. Therefore, after Lines 1-9 of Algorithm 2 the conjunctions \( \{c_i\}_{i=1}^n \) are added to result. Lines 10-14 of Algorithm 2 remove false conjunctions from result. If after this process result is empty, then \( C \) is not satisfiable and false is returned correctly at Lines 4 of Algorithm 1. Line 6 of Algorithm 1 returns the computed disjoint conjunctions. ■

**Theorem 3:** Algorithm 1 runs in \( O(m^c \cdot 3^n) \) time, where \( m \) is the length of the linear condition \( C \), \( n \) is the number of conjunctions in the disjunctive normal form of \( C \) (i.e., \( n \leq (\sqrt{2})^m \)), and \( c \) is a constant.

**Proof:** In order to verify the running time of the algorithm, note that Line 1 takes \( O(m \cdot n) \) time. Line 1 of Algorithm 2 makes a call to the normalization procedure from [18], which runs in \( O(m^c) \) time (the length of each conjunction is smaller then the length of \( C \)). Lines 2-9 of Algorithm 2 make at most \( 3^n \frac{3^{k-1}}{2} - 1 \) calls to the procedure from [18]. The reason is that during the \( k \)th iteration of the outer for-loop there can be as many as \( 3^{k-1} \) calls to the normalization procedure from [18]. Lines 10-14 of Algorithm 2 take less time to execute than Lines 2-9 of Algorithm 2 and therefore do not contribute to the complexity. Therefore, \( \sum_{i=2}^{n} 3^{k-1} = \frac{3^n-1}{2} \) is an upper bound on the number of calls to the normalization procedure and each call takes \( O(m^c) \) time. ■

Algorithm 1 can be used to test the satisfiability of a linear condition. However, the part of the algorithm that removes the overlapping part of the conjunctions will no longer be needed. The modified pseudo-code is shown in Algorithm 3. We will refer to the simplified algorithm as fast_simplify. Alternative methods for testing for linear condition satisfiability are described in [20], [21]. The full-blown algorithm is only useful when we want to eliminate including the same point set multiple times by breaking up a linear condition into disjoint polyhedra.
**Theorem 4:** Algorithm 3 is correct, that is fast simplify(C) = C. Moreover, fast simplify(C) returns false exactly when C is not satisfiable.

**Proof:** The algorithm breaks C into disjunctive normal form and normalizes each conjunction. This will not affect the value of C. Note that when C is not satisfiable each conjunction c_i will be evaluated as false (see [18] for a formal proof) and therefore the method will return false.

**Theorem 5:** The running time of Algorithm 3 is \( O(n \cdot m^c) = O((\sqrt{2})^m \cdot m^c) \), where m is the length of the linear condition C, n is the number of conjunctions in the disjunctive normal form of C (i.e., \( n \leq (\sqrt{2})^m \)), and c is a constant.

**Proof:** Line 3 is executed \( n \) times and the complexity of the normalize method is \( O(m^c) \).

The algorithm can be applied not only to conditions over the system \((\mathbb{R}, \{>, =, +\})\), but also to conditions over the system \((\mathbb{R}, \{>, =, +\}) \cup (\mathbb{S}, \{=, \neq\})\). To do so, substitute each atomic conditions of the form \( x \neq c \), where \( x \) is a string variable and \( c \) is a string constant with \( x = c_i \lor x = c_2 \lor \cdots \lor x = c_r \lor x = c_{r+1} \), where \( c_{r+1} \) is a newly introduced string constant and \( \{c_i\}_{i=1}^r \) are the existing string constants excluding \( c \). In other words, we pin the value of \( x \) to be equal to one of the existing constants (excluding \( c \)) or to a new constant, which is equivalent to stating that \( x \neq c \).

Similarly, substitute each atomic condition of the form \( x \neq y \), where \( x \) and \( y \) are string variables with \( \forall i \neq j \) (\( x = c_i \land y = c_j \)), where \( c_{r+1} \) and \( c_{r+2} \) are newly introduced constants and \( \{c_i\}_{i=1}^r \) are the existing string constants. In other words, we add the restriction on the variables \( x \) and \( y \) that they are equal to distinct constants, which implies \( x \neq y \).

Alternatively, Line 1 of the algorithm can be modified to require the breaking of C into not necessarily positive conjunctions. This modification allows the direct application of the normalization algorithm to a linear condition containing strings because the algorithm from [18] handles inequality conditions in addition to equality and weak-inequality (i.e., greater than and less than) conditions.

**B. C-Table Simplification**

Note that there may be different c-tables representing the same set of bag relational tables, that is, it may be the case that \( T_1 \neq T_2 \) but rep(\( T_1 \)) = rep(\( T_2 \)). The following definition formally defines the concept of c-table equivalence.

**Definition 3 (c-table equivalence):** If rep(\( T_1 \)) = rep(\( T_2 \)), then we will say that \( T_1 \) and \( T_2 \) are equivalent and write \( T_1 \approx T_2 \).

Algorithm 4 shows how to simplify a c-table. The algorithm relies on the notion of c-table unification, which is defined next.

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>( x = 1 )</td>
</tr>
<tr>
<td>z</td>
<td>2</td>
<td>( x = 2 )</td>
</tr>
<tr>
<td>p</td>
<td>w</td>
<td>( x = t )</td>
</tr>
</tbody>
</table>

\( g.c.: t \neq 1 \land t \neq 2 \)

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>b</td>
<td>((a = 1) \lor (b = 2) \lor (x = 1))</td>
</tr>
<tr>
<td>a</td>
<td>b</td>
<td>((a = z) \lor (b = 2) \lor (x = 2))</td>
</tr>
<tr>
<td>a</td>
<td>b</td>
<td>((a = p) \lor (b = w) \lor (x = t))</td>
</tr>
</tbody>
</table>

\( g.c.: t \neq 1 \land t \neq 2 \)

**Table II**

A c-table and the result of applying Steps 1 and 2 of the c-table simplification algorithm.

**Definition 4 (c-tuple unification):** The c-tuples \( t_1 \) and \( t_2 \) of the c-table \( T \) are unifiable exactly when the formula \( lc(t_1) \land lc(t_2) \land gc(T) \) is not satisfiable. We will denote this check as \( \text{unifiable} \), that is \( \text{unifiable}(t_1, t_2) = \neg((lc(t_1) \land lc(t_2) \land gc(T))). \)

**Algorithm 4 simplify(T)**

1: for \( t \in T \) do
2: if fast simplify(lc(t) \& gc(t)) = false then
3: remove \( t \) from \( T \)
4: end if
5: end for
6: while \( \exists\{t_1, t_2\} \) s.t. \( \text{unifiable}(t_1, t_2) \) do
7: remove \( t_1 \) and \( t_2 \) from \( T \)
8: create c-tuple \( t \) with main part \( \tilde{X} = x_1, x_2, ..., x_n \), where \( n \) is the arity of \( T \) and \( \{x_i\}_{i=1}^n \) are newly introduced variables.
9: add to \( t \) the local condition \( \tilde{X} = \text{main}(t_1) \land lc(t_1) \lor \text{main}(t_2) \land lc(t_2) \)
10: add \( t \) to \( T \)
11: end while
12: for \( t \in T \) do
13: \( lc(t) \leftarrow \text{simplify}(lc(t) \land gc(T)) \)
14: if \( lc(t) = \text{false} \) then
15: remove \( t \) from \( T \)
16: else
17: while \( \text{main}(t) \) contains the variable \( x \) for an attribute and \( \text{fast simplify}(lc(t) \Rightarrow (x = c)) = \text{true} \) do
18: replace \( x \) with constant \( c \) in \( \text{main}(t) \)
19: end while
20: end if
21: end for
22: \( gc(T) \leftarrow \text{true} \)
23: return \( T \)

The intuition behind the definition is that if two c-tuples have local conditions that cannot both hold under any valuation, then at most one of the c-tuples could be present in any representation of the c-table and therefore the two
c-tuples can be merged into a single c-tuple. Table II shows the result of applying the first eleven lines of the algorithm. The following theorem captures the correctness of Algorithm 4.

**Theorem 6:** Algorithm 4 is correct, that is, $simplify(T) \approx T$ for any c-table $T$. 

**Proof:** Lines 1-5 of the algorithm remove c-tuples that are not part of any representation. Therefore, they will not have an effect on $rep(T)$. Lines 6-11 of the algorithm unify c-tuples that can be unified and thus reducing the size of the c-table without changing its representations. The reason is that two c-tuples that have incompatible local conditions cannot both appear in any representation. Lines 12-22 of the algorithm move the global condition to the local conditions and simplify the resulting local conditions. Again, this will not affect the set of representations for the table. 

The next theorem describes the time complexity of Algorithm 4.

**Theorem 7:** Algorithm 4 runs in $O(d^3 \cdot (\sqrt{d})^{d\cdot m_1} \cdot (d\cdot m_2) + \sqrt{m_1} \cdot 3(\sqrt{m_2})^d \cdot n)$ time, where $n$ is the number of c-tuples, $m_1$ is the greater of the size of the longest c-tuple and the size of the global condition, $d$ is the number of c-tuples with non-trivial local conditions (i.e., local conditions that are different than true), and $c$ is a constant.

**Proof:** Lines 1-5 of the algorithm takes $O(d^3 \cdot m_1 \cdot m_2 \cdot d)$ time. The reason is that algorithm fast_simplify, which takes $O((\sqrt{d})^d \cdot m_1 \cdot m_2)$ time, needs to be applied to $d$ local conditions.

Lines 6-11 will take $O(d^3 \cdot (\sqrt{d})^d \cdot m_1 \cdot m_2)$ time. The reason is that $\left( 2^d + d^d - 1 \right) + \cdots + \left( 2^d \right) = O(d^3)$ iterations of the while loops can be performed and each iteration can take as much as $O((\sqrt{d})^d \cdot m_1 \cdot m_2)$ time because we use the fast_simplify algorithm on expressions as long as $d \cdot m$ when checking if two c-tuples are unifiable.

Line 13, which has the highest time complexity in the loop defined by Lines 12-21, can be applied on a local condition as big as $m_1 \cdot d$ and therefore takes $O((m_1 \cdot d)^c \cdot 3(\sqrt{m_2})^d)$ time. The line can be applied at most $n$ times.

Line 22 can be executed in constant time. 

Note that Algorithm 4 can be improved by applying dynamic program or iterative dynamic programming techniques ([22]). For example, we can buffer existing results and use them in performing new calculations. This approach will save time because most of the presented algorithms produce c-tuples with local conditions that have subexpressions in common.

Note as well that Algorithm 4 does not produce a canonical form for c-tables. In order to understand why it is challenging to create a canonical form for c-tables, consider the first c-table from Table III. As the table shows, there are two different ways to apply Algorithm 4. Since the algorithm is non-deterministic, applying the algorithm differently yields different results. Therefore, the purpose of Algorithm 4 is not to find a canonical form for c-tables but to simplify a c-table. Since, as Table III suggest, unifying two c-tuples can prevent us from unifying one of the c-table with a third c-tuple, the problem of finding a canonical form for c-tuples is intrinsically hard.

### C. Checking for C-Table Equality

As we have seen so far, c-tables are different from relational tables because they allow multiple ways to represent the same information. Therefore, checking for c-table equality is not trivial. The following theorem describes one possible way to do so.

**Theorem 8:** Two c-tables $T_1$ and $T_2$ represent the same set of tables exactly when simplify($T_1 \cdot T_2$) = $\emptyset$ and simplify($T_2 \cdot T_1$) = $\emptyset$, where “$\cdot$” is the monus operation that is introduced in the next section.

**Proof:** Let $T_1$ and $T_2$ represent the same set of tables. Then simplify($T_1 \cdot T_2$) = $\emptyset$ and simplify($T_2 \cdot T_1$) = $\emptyset$. However, note that if a c-table represents the empty set, then all local conditions will be unsatisfiable after Line 13 of Algorithm 4 and Lines 14-15 will remove all c-tuples from the c-table and make it empty. Therefore, it will be the case that simplify($T_1 \cdot T_2$) = $\emptyset$ and simplify($T_2 \cdot T_1$) = $\emptyset$.

Let simplify($T_1 \cdot T_2$) = $\emptyset$ and simplify($T_2 \cdot T_1$) = $\emptyset$. Then $rep(T_1 \cdot T_2) = \emptyset$ and $rep(T_2 \cdot T_1) = \emptyset$ and therefore it must be the case that $T_1$ and $T_2$ represent the same set of relational tables.

### IV. Bag Relation Algebra for C-tables

So far, we have defined the syntax and semantics of c-tables and presented an algorithm for their simplification. Next, we will describe how relational algebra can be extended to handle c-tables. Specifically, since we are using the closed world assumption, we are able to develop a sound and complete extension of relational algebra that is closed. The definition of three terms follows.

**Definition 5 (closed relational algebra):** A relational algebra is **closed** exactly when the result of applying any operator $q$ with arity $n$ of the relational algebra to the c-tables $\{T_i\}_{i=1}^n$ produces a c-table, that is, $q(T_1, \ldots, T_n)$ is always a c-table.

2Our choice of relational algebra is arbitrary, that is, any language with the expressive power of relational algebra, such as relational calculus, can be used instead.

<table>
<thead>
<tr>
<th>A</th>
<th>condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$x &lt; 2$</td>
</tr>
<tr>
<td>1</td>
<td>$3 &lt; x &lt; 5$</td>
</tr>
<tr>
<td>1</td>
<td>$4 &lt; x &lt; 6$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>A</th>
<th>condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$x &lt; 2 \lor 3 &lt; x &lt; 5$</td>
</tr>
<tr>
<td>1</td>
<td>$4 &lt; x &lt; 6$</td>
</tr>
</tbody>
</table>

**Table III**

**AN EXAMPLE C-TABLE SIMPLIFICATION**
Definition 6 (sound relational algebra): A relational algebra is sound exactly when only correct answers appear in the result of $q(T_1, \ldots, T_n)$ or formally $\text{rep}(q(T_1, \ldots, T_n)) \subseteq q(\text{rep}(T_1, \ldots, T_n))$ for any c-tables $\{T_i\}_{i=1}^n$ and operator $q$ with arity $n$.

Note that throughout the paper we use $q(\text{rep}(T_1, \ldots, T_n))$ to denote the result of applying $q$ to each table in the set $\text{rep}(T_1, \ldots, T_n)$.

Definition 7 (complete relational algebra): A relational algebra is complete exactly when all correct answers appear in the result of $q(T_1, \ldots, T_n)$ or formally $q(T_1, \ldots, T_n) \subseteq q(\text{rep}(T_1, \ldots, T_n))$ for any c-tables $\{T_i\}_{i=1}^n$ and operator $q$ with arity $n$.

A relational algebra operator is well defined exactly when it is closed, sound, and complete. In this section we define the semantics of projection, selection, inner join, union, monus, and duplicate elimination over c-tables with bag semantics and show that all operators are well defined. The grouping and aggregation operations are discussed in the next section.

A. Projection

Definition 8 (syntax and semantics of projection): If $T$ is a c-table with attributes $\bar{A}$, then we denote the projection of the attributes $\bar{A}'$ over this c-table as $\pi_{\bar{A}'}(T)$. The pseudo-code for performing the projection operator is shown in Algorithm 5.

The c-table $\pi_{\bar{A}'}(T)$ is constructed from the c-table $T$ by removing all columns in $\bar{A} - \bar{A}'$ and leaving the same local and global conditions.

Algorithm 5 $\pi_{\bar{A}'}(T)$
1: for $t \in T$ do
2: remove attributes outside the set $A$ from $t$
3: end for
4: return $T$

Note that the above definition defines duplicate-preserving projection. The duplicate-eliminating projection, which is more common in the relational model, can be constructed by applying the duplicate-elimination operator to the result of applying the duplicate-preserving projection. Algorithm 5 does not remove conditions that include variables associated with removed attributes because these conditions are still relevant. For example, even if an attribute that contains the variable $x$ is removed from Table I, the variable $x$ should not be removed from the local conditions because it stores the information that only one of the first two c-tuples can appear in any representation.

Theorem 9: The projection operator is well defined.

Proof: We need to show that $\text{rep}(\pi_{\bar{A}'}(T)) = \pi_{\bar{A}'}(\text{rep}(T))$. Let $T_1 \in \text{rep}(\pi_{\bar{A}'}(T))$, where $T_1$ is a relational table. Then there exists a valuation $v$ such that $T_1 = v(\pi_{\bar{A}'}(T))$. Let $T_2$ be a relational table that extends $T_1$ with arbitrary values for the attributes outside the set $\bar{A}$. Then the equation $T_1 = \pi_{\bar{A}}(T_2)$ will hold. Let $v'$ be the valuation $v$ extended so that $T_2 = v'(T)$. Then $T_2 \in \text{rep}(T)$ and therefore $T_1 \in \pi_{\bar{A}}(\text{rep}(T))$.

B. Selection

Definition 9 (syntax and semantics of selection): We denote the selection over a c-table $T$ as $\sigma_\gamma(T)$, where $\gamma$ is a predicate formula over $(\mathbb{R}, \{>, =, +\})$ or $(\mathbb{S}, \{=, \neq\})$ that references the variables $\{A_i\}_{i=1}^n$ that have the same names as the attributes of $T$. The pseudo-code for performing selection is presented in Algorithm 6.

Algorithm 6 $\sigma_\gamma(T)$
1: for $t \in T$ do
2: $\theta(t) \leftarrow$ substitution that substitutes every variable $A_i$ with $t[A_i]$ (the value for the attribute $A_i$ in $t$).
3: $\text{lc}(t) \leftarrow \text{lc}(t) \land \gamma_{\theta(t)}$
4: end for
5: return $T$

Table IV

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>x</td>
<td>$x \neq 3$</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>$\text{g.c. } x \neq 2$</td>
</tr>
</tbody>
</table>

Table V

<table>
<thead>
<tr>
<th>B</th>
<th>C</th>
<th>condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1</td>
<td>$\text{g.c. TRUE}$</td>
</tr>
<tr>
<td>2</td>
<td>$z &gt; 3$</td>
<td>$\text{g.c. TRUE}$</td>
</tr>
<tr>
<td>2</td>
<td>$z &gt; 3 \land z &gt; 2$</td>
<td>$\text{g.c. TRUE}$</td>
</tr>
</tbody>
</table>

Table V

<table>
<thead>
<tr>
<th>B</th>
<th>C</th>
<th>condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1</td>
<td>$\text{g.c. TRUE} \land 1 &gt; 2$</td>
</tr>
<tr>
<td>2</td>
<td>$z &gt; 3$</td>
<td>$\text{g.c. TRUE}$</td>
</tr>
<tr>
<td>2</td>
<td>$z &gt; 3 \land z &gt; 2$</td>
<td>$\text{g.c. TRUE}$</td>
</tr>
</tbody>
</table>
Theorem 11: The selection operator is well defined.
Proof: We need to show that \( rep(σ_v(T)) \equiv σ_v(rep(T)) \) for every c-table \( T \). But this is equivalent to proving that there exists valuations \( v \) and \( v' \) s.t. \( v(σ_v(T)) = σ_v(v'(T)) \).

However, we have defined selection over c-tables in such a way so that \( v(σ_v(T)) = σ_v(v(T)) \) for any valuation \( v \), which proves that selection is well defined.  

The right part of Table V shows the result of \( σ_{C>2}(R_2) \). The following theorem proves the time complexity of the selection operator.

Theorem 12: The selection, as we have defined it, takes \( O(s \cdot m) \) time, where \( s \) is the size of the c-table and \( m \) is the size of the selection condition.

Proof: The number of c-tuples in the c-table is bounded by \( s \). For every c-tuple, we need to add to its local condition a condition of size \( m \) and therefore the time complexity of the algorithm is \( O(s \cdot m) \).  

In order to save space, c-tuples with unsatisfiable local condition can be removed from the c-table, where we can use the \textit{fast_simplify} algorithm to detect such c-tuples.

C. Inner Join

Definition 10 (syntax and semantics of inner join):
Consider a c-table \( T_1 \) with attributes \( \{A, B\} \) and a c-table \( T_2 \) with attributes \( \{B, C\} \). We denote the inner join of \( T_1 \) and \( T_2 \) on the set of attributes \( B \) as \( T_1 \bowtie_B T_2 \). The pseudo-code for performing inner join is presented in Algorithm 7.

Algorithm 7 \( T_1 \bowtie_B T_2 \)

1: \( T \leftarrow \) empty c-table with attributes \( A \cup B \cup C \)
2: rename the variables in \( T_2 \) so that \( T_1 \) and \( T_2 \) do no share variables
3: for \( t_1 \in T_1 \) do
4: for \( t_2 \in T_2 \) do
5: if \textit{fast_simplify}(\( π_B(\text{main}(t_1)) \)) = \( π_B(\text{main}(t_2)) \) then
6: main(\( t \)) \leftarrow (\( t_1, π_C(t_2) \))
7: \( lc(t) \leftarrow lc(t_1) \land lc(t_2) \land (t_1[B] = t_2[B]) \)
8: add \( t \) to \( T \)
9: end if
10: end for
11: end for
12: gc(\( T \)) \leftarrow gc(T_1) \land gc(T_2)
13: return \( T \)

Theorem 13: The inner join operator is well defined.
Proof: Let \( v \) be a valuation of the distinct variables of \( T_1 \) and \( T_2 \) (after Line 2 of Algorithm 7 is executed). We need to show that \( v(T_1 \bowtie_B T_2) = v(T_1) \bowtie_B v(T_2) \). Let \( t \in v(T_1 \bowtie_B T_2) \). Then there must exist \( t_1 \in T_1 \) and \( t_2 \in T_2 \) such that the main part of \( t \) is equal to the join of the main parts of \( t_1 \) and \( t_2 \). Then \( t = v(t_1) \bowtie_B v(t_2) \) and therefore \( t \in v(T_1) \bowtie_B v(T_2) \). The other direction is analogous.  

Table VI shows the result of \( R_1 \bowtie R_2 \). The following theorem proves the time complexity of the inner join operator.

Theorem 14: Inner join takes \( O(n' \cdot n'' \cdot (\sqrt{2})^{m} \cdot m^c) \) time, where \( n' \) and \( n'' \) are the sizes of the c-tables that are being joined, \( m \) is the size of the longest local condition in them, and \( c \) is a constant.

Proof: The code inside the double for-loop is executed \( n' \cdot n'' \) number of times. The main time complexity in Lines 5-9 come from the call to the \textit{fast_simplify} method, which takes \( O((\sqrt{2})^{m} \cdot m^c) \) time to execute.

D. Union

Definition 11 (syntax and semantics of union): If \( T_1 \) and \( T_2 \) are c-tables, then we will denote their union as \( T_1 \cup T_2 \). The pseudo-code for calculating the union of c-tables is presented in Algorithm 8.

Algorithm 8 \( T_1 \cup T_2 \)

1: \( T \leftarrow \) empty c-table
2: rename the variables in \( T_2 \) so that \( T_1 \) and \( T_2 \) do no share variables
3: for \( t_1 \in T_1 \) do
4: add \( t_1 \) to \( T \)
5: end for
6: for \( t_2 \in T_2 \) do
7: add \( t_2 \) to \( T \)
8: end for
9: gc(\( T \)) \leftarrow gc(T_1) \cup gc(T_2)
10: return \( T \)

Note that we define the union operator to be duplicate preserving. Duplicate eliminating union can be performed by applying duplicate elimination to its result.

Theorem 15: The union operator is well defined.
Proof: We need to show that \( v(T_1 \cup T_2) = v(T_1) \cup v(T_2) \) for any valuation \( v \). Let \( t \in v(T_1 \cup T_2) \). Then there exist c-tuple \( t_1 \) such that \( t_1 \) is in either \( T_1 \) or \( T_2 \) and \( t = v(t_1) \). Therefore, \( t \in v(T_1) \cup v(T_2) \). The reverse direction is analogous.  

The following theorem proves the time complexity of Algorithm 8.

Theorem 16: The time complexity of Algorithm 8 is \( O(n + m) \) where \( n \) and \( m \) are the sizes of \( T_1 \) and \( T_2 \), respectively.
Proof: The time complexity of the algorithm comes from Lines 3-5, which take \(O(n)\) time, and Lines 6-8, which take \(O(m)\) time. Therefore, the total time complexity of the algorithm is \(O(n + m)\). ■

E. Monus

In bag relational algebra over bag relational tables monus is defined as: \(T_1 \setminus T_2 = \{t[k] | t \in T_1 \land k = \max(\text{count}(t, T_1) - \text{count}(t, T_2), 0)\}\), where \(t[k]\) is used to denote the tuple \(t\) replicated \(k\) times and \(\text{count}\) is a function that returns the number of occurrences of the tuple specified as the first parameter in the table specified as the second parameter. The following definition extends the monus operator to c-tables.

Definition 12 (syntax and semantics of monus): The monus of two c-tables \(T_1\) and \(T_2\) is defined as \(T_1 \setminus T_2\). The pseudo-code for performing the monus operator is presented in Algorithm 9.

Algorithm 9 \(T_1 \setminus T_2\)

1: rename the variables in \(T_2\) so that \(T_1\) and \(T_2\) do no share variables
2: \(V \leftarrow T_1\)
3: \(i \leftarrow 0\)
4: for \(t_1 \in T_1\) do
5: \(j \leftarrow 0\)
6: for \(t_2 \in T_2\) do
7: \(X[i][j] = (\text{main}(t_1) = \text{main}(t_2)) \land \text{lc}(t_1) \land \text{gc}(T_1) \land \text{lc}(t_2) \land \text{gc}(T_2)\)
8: \(j \leftarrow j + 1\)
9: end for
10: \(i \leftarrow i + 1\)
11: end for
12: \(\text{gc}(V) \leftarrow \text{gc}(V) \land \bigvee_{j=1}^{m} \bigvee_{j=1}^{n} Y[i, j] = \cdots = Y[i, 1, j] = Y[i + 1, j] = \cdots = Y[i, n, j] = 0 \land Y[i, j] = 1) \land \bigvee_{i=1}^{m} \bigvee_{j=1}^{n} Y[i, 1, j] = \cdots = Y[i, j - 1] = Y[i, j + 1] = \cdots = Y[i, m] = 0 \land Y[i, j] = 1\)
13: for \(t \in V\) do
14: \(\text{lc}(t) \leftarrow \text{lc}(t) \land \neg[\bigvee_{j=1}^{m} (X[i, j] \land (Y[i, j] = 1))]\)
15: end for
16: return \(V\)

Theorem 17: The monus operator is well defined, where the definition of complete is changed to: \([\text{Rep}(T') \setminus \text{Rep}(T'')] \cup \{\emptyset\} \subseteq \text{Rep}(T' \setminus T'')\).

Proof: The algorithm first renames the variables of \(T_2\) so that they are distinct from those in \(T_1\). Next, it calculates the matrix \(X\) and sets a restriction on the possible values for the matrix \(Y\). The value of \(X[i, j]\) contains the condition that must hold for the \(i^{th}\) c-tuple of \(T_1\) to be deleted from \(T_1\) and the c-tuple that “deletes” it to be the \(j^{th}\) c-tuple of \(T_2\). The matrix \(Y[i][j]\) has the restriction that for each \(j\) there exists exactly one \(i\) such that \(Y[i][j] = 1\) and that for each \(i\) there exists exactly one \(j\) such that \(Y[i][j] = 1\) (the elements of the matrix \(Y\) can only take the values 0 and 1). The matrix \(Y\) is used to enforce the condition that every c-tuple \(t_2\) in \(T_2\) can be used to delete at most one c-tuple of \(T_1\) and that every c-tuple \(t_1\) in \(T_2\) can be deleted at most once. Lastly, the local conditions that we add to the resulting c-table do the deletions. They specify that if for some valuation both \(X[i][j]\) and \(Y[i][j] = 1\) hold, (i.e., if a c-tuple \(t_i\) in \(T'\) matches with a c-tuple \(t_j\) in \(T'\) and the valuation is such that \(t_i\) cannot be deleted by any c-tuple other then \(t_i\) and \(t_j\) can only delete \(t_i\)), then the c-tuple that was constructed from the \(i^{th}\) c-tuple in \(T_1\) should be deleted from the resulting c-table \(V\).

Given a valuation \(v\), each c-tuple in \(T_1\) will be deleted only if there exists a matching c-tuple in \(T'\). Moreover, given a valuation \(v\), every c-tuple in \(T_2\) can delete at most one c-tuple from \(T_1\). Therefore, the algorithm is correct and \(\text{Rep}(T_1 \setminus T_2) \equiv [\text{Rep}(T_1) \setminus \text{Rep}(T_2)] \cup \{\emptyset\}\). Here \(\{\emptyset\}\) is used to represent the empty c-table. ■

Note that we had to modify the definition of a complete relational algebra because we constructed the global condition of \(T_1 \setminus T_2\) in such a way so that we allow for \(\emptyset\) to be a possible representation. It is our believe that this is an intrinsic problem of monus when dealing with the closed world assumption.

A demonstration of how monus can be applied over the example c-tables from Table IV is shown in Table VII. The following theorem describes the time complexity of Algorithm 9.

Theorem 18: Monus, takes \(O(m \cdot n)\) time, where \(m\) and \(n\) are the sizes of the c-tables on which the operation is performed.

Proof: The complexity of the algorithm comes from the two for-loops. The code inside the double for-loops runs in constant time and it is executed \(O(m \cdot n)\) time. ■
F. Duplicate Elimination

The last relational algebra operation that we will explore in this section is duplicate elimination. In the relational case, duplicate elimination can be defined as a grouping on all the attributes. We adopt similar definition here.

Definition 13: We will denote the duplicate elimination operator applied to the c-table \( T \) as \( \varepsilon(T) \). We will compute \( \varepsilon(T) \) using the formula \( \varepsilon(T) = \text{group}_A(T) \), where \( A \) are the attributes of \( T \).

Note that the result of the group operation is a nested c-table (see Table IX for an example of a nested c-table). We define the semantics of a nested c-table and of the group operation in Section V-A.

Theorem 19: The duplicate elimination operator is well defined.
Proof: \( \varepsilon(\text{Rep}(T)) \equiv \text{group}_A(\text{Rep}(T)) \equiv \text{Rep}(\text{group}_A(T)) \equiv \text{Rep}(\varepsilon(T)) \), which proves that duplicate elimination is well defined. The fact that the equation \( \text{group}_A(\text{Rep}(T)) \equiv \text{Rep}(\text{group}_A(T)) \) holds follows from the fact that the group operation is well defined over c-tables, which will be proven in Section V-A.

The result of \( \varepsilon(R_1) \), where \( R_1 \) is the c-table defined in Table IV, is shown in Table VIII.

V. APPLYING AGGREGATION TO C-TABLES

To the best of our knowledge, no research has been previously published in the area of applying grouping and aggregation to c-tables. We are aware of research on applying aggregation to fuzzy numbers ([23]) and to random variables ([24]), but the query results in these algorithms are approximations. On the other hand, the research done in constraint databases ([25]) has explored the problem of aggregation over constraint databases. Unfortunately, the operation of aggregation in most constraint database systems is not closed ([26]). We are also aware of recent research in the area of auditing confidential information ([27]), which, however, deals only with aggregation over Boolean variables.

In general, we would like to be able to evaluate a relational expression of the form \( \text{agg}_1(a_1) \ldots \text{agg}_n(a_n) \), where \( A \cup \{B_1\}_{i=1}^{n} \) are the attributes of \( T \), \( A = \{A_i\}_{i=1}^{n} \), and each \( \text{agg}_i \) is one of the aggregates: \( \text{min, max, sum, count, avg} \).

In the relational case, the above expression is evaluated by grouping the tuples that have the same value for the attributes \( A \) into a single tuple that has this common value for the attributes \( A \). The value for the remaining attributes is calculated by applying the aggregation operations \( \{\text{agg}_1\}_{i=1}^{n} \) to the value of the \( B \) attributes of the tuples in the group. In order to extend this definition to c-tables, we will need to be able to group c-tuples and perform aggregation on c-tuples.

A. Grouping

The result of the grouping operation is a nested c-table that consists of nested c-tables. An example nested c-table is shown in Table IX. Informally, a nested c-table consists of c-tuples that can have more than one value for some of the attributes. A formal definition follows.

Definition 14 (nested c-tables and c-tuples): A nested c-table with single valued attributes \( \{A_i\}_{i=1}^{n} \) and multi-valued attributes \( \{B_i\}_{i=1}^{m} \) is the sequence of mappings from \( A_i \) to \( D(A_i) \cup V_i \) for \( i \) ranging from 1 to \( a \) plus the sequence of mapping from \( B_i \) to a bag of values over \( D(B_i) \cup V_i \) for \( i \) ranging from 1 to \( b \) plus a local condition over \( \langle \mathbb{R}, \{>, =, +\} \rangle \cup \langle \mathbb{S}, \{=, \neq\} \rangle \). Note that here \( D(A) \) is used to denote the domain of \( A \) and \( V_i \) is used to represent a possibly infinite, but countable, set of variables over \( D(A_i) \) in the first case and over \( D(B_i) \) in the second case.

A nested c-table is a c-table that contains nested c-tables. The semantics of a nested c-table is similar to the semantics of a regular c-table as described in Section II-A (see Equations 1, 2, and 3). The only difference is that a nested c-table represents a set of nested bag relational tables (see [28]) under different valuations and consists of a bag of nested c-tables.

The algorithm for performing the grouping uses the concept of a semi-unifiable c-tuples and the \( \prec \) relation for c-tuples, which are formally presented next.

Definition 15 (semi-unifiable c-tuples): The c-tuples \( \{t_i\}_{i=1}^{n} \) of the c-table \( T \) are semi-unifiable relative to the set of attributes \( \bar{A} \) exactly when the expression

\[
\bigwedge_{i,j=1}^{n} \pi_{\bar{A}}(\text{main}(t_i)) = \pi_{\bar{A}}(\text{main}(t_j))
\]

is satisfiable under some valuation.

Informally, a bag of c-tuples are semi-unifiable relative to the set of attributes \( \bar{A} \) exactly when the c-tuples can be potentially grouped into a single nested c-table in which \( \bar{A} \) are the single-valued attributes.

Definition 16 (the \( \prec \) relation): We will write \( t_1 \prec_A t_2 \), where \( t_1 \) and \( t_2 \) are c-tuples and \( \bar{A} \) is a set of attributes exactly when \( \text{main}(\pi_{\bar{A}}(t_1)) \) can be constructed from \( \text{main}(\pi_{\bar{A}}(t_2)) \) by substituting some of the variables in \( \text{main}(\pi_{\bar{A}}(t_1)) \) with constants.

Informally, the \( \prec \) relation compares the main parts of two c-tuples to determine if one c-tuple has more specific values than the other. The \( \prec \) relation is transitive and defines partial order.

Definition 17 (syntax and semantics of grouping): We denote the result of grouping by the attributes \( \bar{A} \) of \( T \) as
The pseudo-code for performing the grouping operator is shown in Algorithm 10.

The result of the grouping operation will be a nested c-table, that is, the value of a field in it may be a bag of values. For example, in \(\text{group}_A(T)\) the values for the attributes in \(A\) will be single values and for the the rest of the attributes - bag of values. The result of \(\text{group}_B R_1\) is shown in Table IX, where \(R_1\) is shown in Table IV.

**Theorem 20:** The group operator is well defined, that is, \(\text{group}_A(\text{Rep}(T)) = \text{Rep}(\text{group}_A(T))\).

**Proof:** Line 1 copies \(T\) into the resulting c-table (our running example is on the the c-table \(R\) shown in Table XVIII and we show how to calculate \(\text{group}_{A,B}(R)\)).

Line 2 clusters the c-tuples into e-bags relative to the attributes of \(A\). Table XI shows the two e-bags that will be constructed after applying Line 2 to our example. Note that Line 2 is equivalence preserving and that c-tuples from different e-bags cannot contribute to the same resulting nested c-tuple under any valuation. This is why it suffices to perform the group operation to the c-tuples in each e-bag and then merge the results.

Line 3 partitions each e-bag further into r-bags. In other words, we partition the space over which the local conditions of the c-tuples in the e-bags is defined into non-overlapping polyhedra. Each r-bag corresponds to a set of disjoint
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Algorithm 10 $\text{group}_A(T)$

1: $V \leftarrow T$

2: Cluster the $c$-tuples of $V$ into biggest bags of semi-unifiable $c$-tuples relative to $A$ - we will call this $e$-bags. If a $c$-tuple belongs to more than one $e$-bag, then make copies of the $c$-tuple and put a copy in each $e$-bag. To do so, add the local condition $x = i$ to the $i^{th}$ copy of the $c$-tuple for $i < u$ and the local condition $\bigwedge_{i=1}^{u-1} x \neq i$ to the $u^{th}$ copy, where $x$ is a newly introduced variable and $u$ is the number of times the $c$-tuple is copied.

3: Partition each $e$-bag further into $r$-bags. To do so, call break up$(\bigvee_{i=1}^{p} \text{lc}(t_i))$, where $\{t_i\}_{i=1}^{p}$ are the $c$-tuples in the $e$-bag that is being processed. This will produce a set of non-overlapping conjunctions $\{c_i\}_{i=1}^{w}$. Let $C = \{c_i\}_{i=1}^{w}$. Rewrite the local condition of each $t_i$ as a disjunction of $c_i$s. Next, break $C$ into equivalence classes relative to the operation $\sim$. We define $c_i \sim c_j$ exactly when the set of the rewritten local conditions in which the two conjunctions appear is the same. Next, create an array $D$, where $D[i]$ is the disjunction of all the conjunctions in the $i^{th}$ equivalence class. Reconstruct $V$ by substituting each $e$-bag with a bag of $r$-bags. The $c$-tuples in the $i^{th}$ $r$-bag of a given $e$-bag will have the same local condition as the corresponding value of $D[i]$ and the main parts will correspond to the $c$-tuples that contained the local conditions that formed the equivalence class corresponding to $D[i]$.

4: From each $r$-bag, create a set of vertices, where each vertex corresponds to a distinct $c$-tuple in the $r$-bag (i.e., for duplicate $c$-tuples we will have a single vertex). Next, find all spanning undirected graphs that are transitive and have the property that if there is an edge between the vertices $n_1$ and $n_3$ and there exists a third vertex $n_2$ such that $n_1 \prec_A n_2$ and $n_2 \prec_A n_3$, then there are edges between $n_1$ and $n_2$ and between $n_2$ and $n_3$.

Next, the set of nested $c$-tuples that correspond to each graph are created. Their union yields the result of doing the grouping. More precisely, suppose that we are examining an $r$-bag $r$ and a graph $G$ associated with it. Since $G$ is transitive, it will contain a set of disjoint complete sub-graphs, where each such sub-graph will correspond to a resultinig nested $c$-tuples. If the vertices in the complete sub-graph belong to the $c$-tuples $\{t_i\}_{i=1}^{p}$, then the corresponing nested $c$-tuple will have the single value $(x_1, \ldots, x_a)$ for the attributes $A$, the bag of values $\{\pi_B(\text{main}(t_i))\}_{i=1}^{p}$ for the attributes $B$, and the local condition $L_r \wedge R_G \wedge (\bigwedge_{i=1}^{p} [(\pi_A(\text{main}(t_i))) = (x_1, \ldots, x_a)])$. The condition $L_r$ is the local condition of the $r$-bag $r$. The condition $R_G$ is the condition that projection on the $A$ attributes of the main parts of the $c$-tuples that correspond to nodes in $G$ that are connected should be equal, while the projection on the $A$ attributes of the main parts of the $c$-tuples that correspond to nodes in $G$ that are not connected should be distinct.

The additional constraint that all the conjunctions that form the $D[i]$ of a given $r$-bag appear in the same set of $c$-tuples’ local conditions guarantees that the $r$-bags partition the possible evaluations, that is, under every valuation the local condition of at most one $r$-bag of every $e$-bag will be true. In other words, given an arbitrary valuation and an $e$-bag of $r$-bags, either none of the $c$-tuples’ local conditions will be true or the local conditions of all the $c$-tuples in exactly one $r$-bag will be true. For our example, Tables XII and XIII show the value of the $C$ and $D$ array, respectively. Note that, in order to keep the example simple, the local conditions are not normalized using the algorithm from [18].

Next, the algorithm constructs a set of graphs for each $r$-bag, where each graph corresponds to a valuation. In a graph, there is an edge between two vertices if under the corresponding valuation it is true that $\pi_A(\text{main}(t')) = \pi_A(\text{main}(t''))$, where $t'$ and $t''$ are the $c$-tuples corresponding to the vertices. A graph is valid, that is, a corresponding valuation exists exactly when (1) the graph is transitive (2) if there is an edge between the vertices $n_1$ and $n_3$ and there exists a third vertex $n_2$ such that $n_1 \prec_A n_2$ and $n_2 \prec_A n_3$, then there are edges between $n_1$ and $n_2$ and between $n_2$ and $n_3$. This is why all the graphs having these two properties are constructed and these graphs show which $c$-tuples in the $r$-bag will be grouped relative to the attributes $A$ under different valuations. Figure 2 shows the graph for the first $r$-bag of the first $e$-bag, where the $c$-tuple numbers are preserved from Table XI. The resulting $c$-tuples that are constructed from the four possible graphs are shown in Table XIV.

The following theorem proves the time complexity of Algorithm 10.

**Theorem 21**: A variable $c$-tuple is a $c$-tuple that has variables in it, while a regular $c$-tuple is a $c$-tuple that does not. Let $v$ be the number of variable $c$-tuples in $T$, $m$ be the greater of the size of the longest $c$-tuple and the size of the global condition of $T$, $n$ be the number of regular $c$-tuples with distinct main parts, $r$ be the highest count of regular $c$-tuples that have the same main part but distinct local conditions, $s$ be the number of attributes in $T$, and $c$ be a constant. Then the total time to perform Algorithm 10
is \(O((2^v + n) \cdot s + (2^v + n) \cdot 3\sqrt{2^m(v+r)} \cdot (m \cdot (v+r))^c + (2^v + n) \cdot 2^{v+r} \cdot 2^{v+n})\).

Proof: Line 2 of Algorithm 10 takes \(O(2^v + n) \cdot s\) time because it may take as much as \(O(2^v \cdot s)\) to partition the variable c-tuples and then \(O(n \cdot s)\) to determine the groups for the regular c-tuples. Note that we get this low time bound thanks to the fact that regular c-tuples with distinct main parts can not appear in the same e-bag.

Line 3 will take \(O((2^v + n) \cdot 3\sqrt{2^m(v+r)} \cdot (m \cdot (v+r))^c)\) time because the size of a c-tuple’s local condition may grow to a size of \(O(m \cdot (v + r))\) after the normalization procedure from [18] is applied.

Line 4 takes \(O((2^v + n) \cdot 2^{v+r} \cdot 2^{v+n})\) time because there may be as much as \(2^{v+r}\{r-bags} in each e-bag and each r-bag may contain as much as \(n + v\) distinct c-tuples and therefore there are \(2^{v+n}\) possible graphs for each r-bag. ■

B. Performing the Aggregation

Now that we have defined how grouping over c-tables can be done, performing aggregation is straightforward. The following definition contains the details.

**Definition 18 (syntax and semantics of aggregation):**

Let \(T\) be a c-table. We will group a denoting the by the attributes \(A = \{A_i\}_{i=1}^a\) and aggregation for the attributes \(B = \{B_i\}_{i=1}^b\) as \(A,_{agg}(A_1)_{agg}(B_1),...,agg(B_b)T\), where the sets \(A = A_1,\ldots, A_a\) and \(B = B_1,\ldots, B_b\) are disjoint and their union yields all the attributes in \(T\). The value for \(agg\) can be \(min, max, sum, count, or avg\). Algorithm 11 shows the pseudo-code for performing the aggregation.

**Algorithm 11 \(A_1,...,A_a,_{agg}(B_1),...,agg(B_b)T\)**

1. \(V \leftarrow group(A,T)\)
2. for \(t \in V\) do
3. perform the mapping from Table XV to Table XVI on \(t\), where \(\{x_i\}_{i=1}^n\) are new variables and the function \(con\) is defined in Table XVII.
4. end for
5. return \(V\)

Note that Line 3 of Algorithm 11 performs aggregating over the \(B\) attributes by introducing new variables in the main parts of the result and moving the aggregations to the local conditions.

**Theorem 22:** The aggregation operator that is defined in Algorithm 11 is well defined.

Proof: The correctness of the grouping algorithm follows from Theorem 20 and the correctness of the \(con\) operator. Let us next examine the \(con\) operator. For the \(min\) operation it adds the condition that the new variable must be smaller than the value for the other c-tuples for that attribute in the group, which is the desirable behavior. The correctness of the \(max\) operation is analogous. The \(count\) operation is implemented correctly because it returns the count of the c-tuples in each group. The \(sum\) operation adds the condition that the value for the aggregate attribute must be equal to the sum of the values for that attribute in each group, which is the expected behavior. Finally, for the \(avg\) operator we add the condition that \(x \cdot n\) must be equal to the sum of the values for the aggregate attribute and therefore the new value for the attribute will be \(\frac{\sum_{i=1}^n b_i}{n}\), which is exactly the average operator. ■

Table XVIII shows the result of \(B,_{sum}(A)_{R_1}\), where Table \(R_1\) is defined in Table IV

VI. Conclusion and Future Research

In the paper, we presented algorithms for querying c-tables extended with linear conditions using the closed world assumption. We have chosen this representation because it is the least expressive extension of c-tables over which bag relational algebra with grouping and aggregation is closed.
and can be well defined. As expected, the running time of the presented algorithms is polynomial relative to the size of the certain information and non-polynomial relative to the size of the incomplete information.

A major topic for future research is optimizing the algorithms for performing the different relational operations. For example, in the relational case, the join between two tables can be performed in different ways and the efficiency of performing the join depends on the implementation. The same applies for joining c-tables.

In general, there are different ways of performing the different relational algebra operations over c-tables. The purpose of this paper is to define their semantics by presenting example algorithms for doing the operations. The presented algorithms are not optimal and optimization techniques such as dynamic programming and iterative dynamic programming can be used to optimize the different relational algebra operators over c-tables.

Other possible extensions of the presented work follow.

- Explore c-tables with variables over additional domains, such as date or currency.
- Speed up the presented algorithms by sacrificing their accuracy, that is, explore approximate query answering for incomplete information.
- Explore integrity constraints for incomplete information and how they can be used to perform semantic query optimization.
- Extend research done in relational databases, such as research on view maintenance, transaction control, logging and recovery, to databases that contain incomplete information.
- Explore introducing an ordering of the c-tuples in a c-table and defining an order by operator.
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