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Abstract—Carrier aggregation has been proposed in LTE-advanced to support a wider bandwidth up to 100 MHz. The basic aggregated unit is called component carrier (CC). CCs are shared among different devices. Therefore it may cause performance degradation due to severe interference. A good CC assignment mechanism is desired to alleviate the interference problem. In this article, we propose a CC selection algorithm called Interference Management based Component Carrier (IMCC) scheduling to tackle the problem in heterogeneous networking environments of Femto Access Points (FAPs) and Macro-cell base stations. IMCC assigns CCs according to the entire system information, such as, location of FAPs, location of UEs (User Equipments), and the channel quality based on an evolutionary approach. In this way, IMCC mitigates the interference, and improves the system throughput. We construct a simulation environment with some stripes of apartments, which is often used to evaluate the performance of FAPs in prior works. The simulation results indicate the proposed approach outperforms other algorithms and show the effectiveness of IMCC.
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I. INTRODUCTION

Nowadays, the total mobile traffic of the whole world is growing exponentially thanks to the number of mobile users. Mobile users want higher throughput and lower latency while using wireless communication. Long Term Evolution-Advanced is developed to meet the increasing demand. It can support the throughput of 100 Mbps for high mobility users (such as user in the train) and 1 Gbps for low mobility users. Carrier aggregation is proposed as a solution to support a wider bandwidth up to 100 MHz for LTE-Advanced to deliver such a high throughput.

In carrier aggregation, the basic aggregated unit is called component carrier (CC). Carrier aggregation supports a wider bandwidth by aggregating two or more CCs. However, LTE-Advanced standard hasn’t specified the way of CC assignment. Many issues remain to be answered in CC assignment. CCs can not only be aggregated to support a wider bandwidth, but also shared among many devices. It is inevitable to produce interference in such a CC-sharing scheme. Despite using carrier aggregation, to shrink the cell size is also a key technique to improve the performance in cellular networks.

Shrinking the cell size may reduce coverage range of a macro cell. On the other hand, users need high data rate and a macro cell may not satisfy all users’ demand in the cell. Therefore, femtocell would be a viable solution to handle this situation. However, there are some challenges to deploy femtocells, such as, massive deployment, uncoordinated deployment, and high density [1]. These challenges cause the interference between Femto Access Points (FAPs) [2] to be severe and unpredictable. So, the interference is the main factor affecting the system performance, and CC selection of each FAP is an important topic to be explored.

In this paper, we consider the CC selection of each FAP in a heterogeneous networking environment. The goal of the proposed approach called ”IMCC” (Interference Management based Component Carrier scheduling algorithm) is designed to mitigate the interference and achieve the maximum throughput. Since the determination of CC selection can not be solved analytically, IMCC is an evolutionary computation approach based on PSO (Particle Swarm Optimization) mechanism [3]. We devise a discrete computing approach, which is used in IMCC to solve the CC selection problem. One advantage of IMCC is the adaptive capability since IMCC takes the whole system information into consideration, such as, the location of FAPs, the location of UEs (User Equipments), and the channel quality. Therefore, the interaction between deployed FAPs is also considered in IMCC. When the CC selection is determined, IMCC then assigns the appropriate power on each used CC of each FAP.

We construct the simulation environment of a heterogeneous networking environment which consists one macrocell and many FAPs. FAP are deployed in an environment with some stripes of apartments which is a commonly used scenario in prior works to evaluate FAP performance. The performance of IMCC is compared with several existing CC-selection algorithms [1], [4], [5]. From our computer simulations, the results indicate the proposed approach outperforms other algorithms.

The rest of this paper is organized as follows: In Section II, we introduce some related work. The system model is explored in Section III and in Section IV, we describe the proposed algorithm. The simulation results are presented in Section V, and Section VI is our conclusion.

II. RELATED WORK

The purpose of carrier aggregation is to aggregate multiple CCs to get a wider bandwidth for transmission. LTE-advanced
[2] is an intensive spectrum sharing environment, while many cells aggregate the same CCs to form a wider bandwidth at the same time, which leads to severe interference. Therefore, the interference is an important factor to affect system performance. Interference management inevitably becomes an important topic and many works focus on this issue. The simplest strategy of CC selection is called universal reuse or reuse of factor 1. Universal reuse allows each cell to access each CC without any restriction. A. Simonsson [6] shows us that universal reuse performs best for wideband services. From another aspect, Y. Wang [7] tells us that an appropriate reuse factor leads to an improvement in 5%-outage user throughput in uncoordinated local area deployment. Decentralized InterCell-Cell Interference Coordination (D-ICIC) was proposed by Ellenbeck [8], which parametrized by the amount of channels N that each femtocell can allocate. G. Costa et al. [1] propose a dynamic channel selection algorithm to increase system performance in a femtocell scenario. He shows that dynamic channel selection is better than the static amount of channels.

L. Garcia et al. [4] propose an algorithm called "Autonomous Component Carrier Selection" (AACS) which is a fully distributed and slowly-adaptive algorithm. The CC selection criterion is to estimate the carrier-to-interference ratio to decide which CC can be chosen. The values of this ratio are static in ACCS, so there are some drawbacks in using these static values. Because of the nature of distributed properties, the complexity of ACCS is low, but ACCS may not obtain the optimal solution about CC selection in each cell. On the other hand, ACCS only provides a method of CC selection, it doesn’t take transmission power of each CC into consideration. The author improves ACCS with power adaption on each CC in his following work [5].

R. Menon et al. [9] use potential game to provide a work about interference avoidance (IA). Similarly, K. Son et al. [10] also use potential game to formulate distributed IA which focuses on transmission over multiple channels in cellular network scenario. G. Costa et al. [1] propose an algorithm called "Timeout Based Reuse Selection" (TBRS). In his algorithm, each FAP determines its own reuse factor to approach IA in the whole system. He shows the performance of TBRS is better than D-ICIC. Therefore, in this work, we compare IMCC with ACCS, G-ACCS, and TBRS.

## III. System Model and Problem Formulation

In this section, we present the system model, and formulate the CC selection in a heterogeneous networking environment with the system performance. In addition, we give a simple analysis about the complexity of the problem at the end of this section.

### A. System Model

We consider an environment with a LTE-advanced macro cell, several LTE-advanced FAPs, and several user equipments (UEs). Suppose that the number of FAPs is N, and the number of UEs is K. LTE-advanced adopts carrier aggregation, therefore the bandwidth of the communication system is aggregated by L CCs. The macro cell always uses the whole bandwidth to transmit data, and FAPs transmit data by using the selected CCs, which is a subset of L CCs. We apply a full buffer traffic model with infinite data packets in the queue for each FAP. $h_{fj}$ denotes the channel gain between FAP $f$ and user $j$, and $h_{bs,j}$ is the channel gain between macro cell and user $j$. I denotes the CC assignment matrix where an element of $I$, $i_{fl}$, equals to 1 if FAP $f$ uses CC $l$.

Our work is first to focus on component carriers scheduling for each FAPs. Therefore, to simplify the problem, we suppose the transmission power is fixed and denoted by $P_{f}$ and $P_{bs}$ for each FAP and macro cell respectively. We suppose FAPs and macro cells allocate their power in each used component carrier uniformly. $P_{fl}$ and $P_{bs,l}$ denote the transmission power on component carrier $l$ of FAP $f$ and macro cell respectively. $U_{f}$ and $U_{bs}$ denote the set of users associated with FAP $f$ and the macro cell. $|U_{f}|$ and $|U_{bs}|$ are the number of elements of $U_{f}$ and $U_{bs}$. An UE can only belong to a FAP or the macro cell, so we can describe the situation using the following equations:

$$\sum_{f=1}^{N} |U_{f}| + |U_{bs}| = K$$

and

$$U_{i} \cap U_{j} = \emptyset, \forall i \neq j$$

Suppose the transmission power of each FAP is $P$, and the power is uniformly distributed on each selected CCs, therefore $P_{fl}$ can be computed as the follows:

$$P_{fl} = \frac{P_{f}}{\sum_{b=1}^{L} i_{fl}} \times i_{fl}$$

The modified Shannon formula developed in [11] is used to calculate the system performance. The formula can be depicted as below:

$$S = BW_{eff} log_{2}(1 + \frac{SINR_{eff}}{SINR_{eff}})$$

where $B$ denotes the system bandwidth, $W_{eff}$ and $SINR_{eff}$ adjust the system bandwidth efficiency and the Signal to Noise plus Interference Ratio (SINR) implementation efficiency respectively.

Next, we denote $C_{fl}$ be the capacity of FAP $f$ on selected CC $l$. We calculate the capacity of each user in FAP $f$, and sum up all of the capacity of user in FAP $f$ to get $C_{fl}$. The equation is as the follows:

$$C_{fl} = \sum_{u \in U_{f}} \frac{n_{u}}{i_{fl}} \times \log_{2}(1 + \frac{P_{fl} h_{fu}^2}{\sum_{l'=1, l' \neq l} P_{fl} h_{f'u} + P_{bs,l} h_{bs,u}}) \times i_{fl}$$

where $N_{0}$ is the noise power per hertz, and $L$ is the number of component carriers. Analogously, $C_{bs,l}$ is the capacity of the macro cell on CC $l$. We calculate the capacity of each user in the macro cell, and sum up all of the capacity of users in the macro cell to get $C_{bs,l}$. The equation is shown below:
The total capacity $C_{total}$, the sum of capacity of FAPs and the macro cell, can be depicted as the follows:

$$C_{total} = \sum_{l=1}^{L} (C_{bs,l} + \sum_{f=1}^{F} C_{f,l})$$

**B. Problem Formulation**

The binary assignment matrix $I$ records the selected CC used by each FAP. For a specific assignment matrix $I$, the system performance will be calculated according to (6). The goal of the proposed approach is to find a suitable CC assignment matrix $I$ such that the maximum system throughput can be achieved. Therefore, the problem is depicted as follows:

$$\text{Maximize} \quad C_{total}$$

Each FAP can choose a CC for transmission or not. The number of CCs is $L$, so each FAP has $2^L$ different ways to choose CCs for transmission. The system has $N$ FAPs, so the complexity of this problem becomes $O(2^{NL})$ if the exhausted search mechanism is used to find the optimal solution. The complexity increases exponentially with respect to the number of CCs and FAPs. When the parameter is large, it becomes impractical to use such a mechanism.

**IV. PROPOSED ALGORITHM**

Our design is based on an evolutionary computation approach called particle swarm optimization to find a suitable CC assignment matrix $I$. The original PSO algorithm [3] is used in continuous case, but our problem is a discrete case. In this paper, we redefine position and velocity in order to determine the binary assignment matrix.

**A. Particle Swarm Optimization**

Particle Swarm Optimization is an optimization algorithm developed by James Kennedy and Russell Eberhart in 1995 [3]. In PSO, each candidate solution is seen as a particle. The algorithm is to randomly spread particles in the search space, and assign the position and velocity of each particles. Each particle would move in the search-space according to its position and velocity, and each particle has its own performance. In this way, local and global maximum performance can be defined since we know each particle’s performance. The movement of each particle is influenced by these two maxima, namely the particle would move approach to the particle with maximum performance. The behavior of particles at time $t$ is shown as follows:

$$V_{i}(t) = W \times V_{i}(t-1) + C_{1} \times \text{rand} \times (P_{best}(t-1) - X_{i}(t-1)) + C_{2} \times \text{rand} \times (G_{best}(t-1) - X_{i}(t-1))$$

where $V_{i}(t)$ is the velocity of particle $i$ at time $t$, $X_{i}$ is the position of particle $i$ at time $t$, and $W$ is the inertial weight. $C_{1}$ and $C_{2}$ are the positive constant parameters, rand is the random function which takes value in range $[0,1]$, $P_{best}$ is the best position of the particle, and $G_{best}$ is the position of the particle with best performance among all particles.

**B. IMCC**

In our problem, a particle represents a specific assignment matrix that represents component carriers selected by femto cells. Suppose that the communication environment has $K$ users, $N$ FAPs, and $L$ CCs. Each user links to the nearest FAPs or macro cell, which means the user would receive the largest signal power. Each particle is an $N \times L$ matrix to represent an assignment method for FAPs. We suppose there are $P$ particles in the proposed algorithm, denoted by $\{\text{Particle}_1, \text{Particle}_2, ..., \text{Particle}_P\}$, and $\text{Particle}_i(j,k)$ is the element in row $j$ and column $k$ of the particle $i$. $\text{Particle}_i(j,k)$ equals to 1 if FAP $j$ use CC $k$ in particle $i$, otherwise, it equals to 0.

Then, the performance of each particle can be computed according to 6. $\text{Rec}_{i}$ is denoted as the best score of the $\text{Particle}_i$ from the beginning to the current iteration and $\text{recParticle}_i$ is the assignment matrix of this best score. This best score is referred to the $P_{best}$ in the original PSO algorithm. The initial values of $\text{Rec}_{i}$ and the elements of $\text{recParticle}_i$ are all zero for $i \in \{1, 2, ..., p\}$. New $C_{total}$ of 6 is computed in each iteration, and $\text{Rec}_{i}$ is updated accordingly. Let $Opt$ be the global maximum matrix among all $\text{Rec}_{i}$, and

$$\text{Opt} = \arg \max_{i} \{\text{Rec}_{i}\}, i \in \{1, 2, ..., p\}$$

$\text{Rec}_{i}^{opt}$ is referred to $G_{best}$ in the original PSO algorithm and $\text{recParticle}_{i}^{opt}$ is its assignment matrix.

Before we define the movement operation of the assignment matrix to approach closer to $P_{best}$ or $G_{best}$, we need to define the distance $D(P_1, P_2)$ between two particles of $P_1$ and $P_2$. The definition is shown below:

**Definition:** The distance between matrices $A$ and $B$ ($A$ and $B$ are both $N$ by $M$ matrices) is

$$D(A, B) = \sum_{i=1}^{N} \sum_{j=1}^{M} a_{ij} \oplus b_{ij}$$

where $a_{ij}$ and $b_{ij}$ are the element of $i$th row and $j$th column of matrix $A$ and $B$ respectively, and notation $\oplus$ represent XOR operation.

The goal of the movement is to approach either the local maximum or the global maximum, namely to decrease the
distance between particle and $P_{\text{best}}$ or $G_{\text{best}}$. The particle usually can get a higher score with this movement. Two moving operations are defined as:

**Definition:** The move operation $\text{Move}_G(P)$ and $\text{Move}_L(P)$ are defined as follows:

$\text{Move}_G(P) : p_i^t = g_i^t, i = \text{randi}(1,M)$

$\text{Move}_L(P) : p_i^t = l_i^t, i = \text{randi}(1,M)$

where $P$, $G$, $L$ are $M \times N$ matrix, and $P = [p_1^t, p_2^t, ..., p_M^t]^t, G = [g_1^t, g_2^t, ..., g_M^t]^t, L = [l_1^t, l_2^t, ..., l_M^t], \text{randi}(a,b)$ returns a random integer between $a$ and $b$. $G$ is referred to the global maximum assignment matrix $\text{recParticle}_{\text{opt}}$, and $L$ is referred to the local maximum assignment matrix $\text{recParticle}_i$ mentioned before. While doing $\text{Move}_G(P)$ operation, we arbitrarily change a row of $\text{particle}_i$ to the same row of $\text{recParticle}_i$ to move closer to $P_{\text{best}}$, and $\text{Move}_L(P)$ operation is similar.

**Proposition:** The action $\text{Move}_G(P)$ and $\text{Move}_L(P)$ can decrease $D(P, G_{\text{best}})$ and $D(P, P_{\text{best}})$ respectively.

**Proof:** Let the $\hat{P}$ be the particle after particle $P$ did operation $\text{Move}_G(P)$. Without loss of generality, we suppose the $kth$ row of $P$ is chosen to be changed to the $kth$ row of $G_{\text{best}}$. From Eq.10, we know the distance between $P$ and $G_{\text{best}}$ is:

$$D(P, G_{\text{best}}) = \sum_{i=1}^{N} \sum_{j=1}^{M} p_{ij} \oplus g_{ij}$$

$$= \sum_{i=1}^{N} \sum_{j=1}^{M} p_{ij} \oplus g_{ij} + \sum_{j=1}^{M} p_{kj} \oplus g_{kj}$$

The only difference between $P$ and $\hat{P}$ is the $kth$ row, so we have

$$\sum_{i=1, i \neq k}^{N} \sum_{j=1}^{M} p_{ij} \oplus g_{ij} = \sum_{i=1, i \neq k}^{N} \sum_{j=1}^{M} p_{ij} \oplus g_{ij}$$

Since the $kth$ row of $\hat{P}$ and $G_{\text{best}}$ are the same

$$\sum_{j=1}^{M} \hat{p}_{kj} \oplus g_{kj} = \sum_{j=1}^{M} g_{kj} \oplus g_{kj} = 0 \leq \sum_{j=1}^{M} p_{ij} \oplus g_{kj}$$

Therefore, we have

$$\sum_{i=1}^{N} \sum_{j=1}^{M} \hat{p}_{ij} \oplus g_{ij} \leq \sum_{i=1}^{N} \sum_{j=1}^{M} p_{ij} \oplus g_{ij}$$

$$\Rightarrow D(\hat{P}, G_{\text{best}}) \leq D(P, G_{\text{best}})$$

$\text{RA}(P)$ means to do row-addition on particle $P$. The row-addition is operated in a random row of $P$. If row $j$ of particle $P$ is chosen, we regards this row as a binary number and add this row by $1 \pmod{F}$, where $F$ is equal to $2^k - 1$. Because the maximum value of each row is $2^k - 1$, the mod operation is to be sure that this binary number wouldn’t exceed this value. For example, the row $j$ of $\text{Particle}_i$ is $[0 \ 1 \ 0 \ 1]$, which is $5$ in binary, and it is changed to $[0 \ 1 \ 1 \ 0]$ by adding $1$ to it.

So, the movement of our algorithm is defined. We would repeat these operations, namely evaluation, record, and movement, iteratively. For simplicity, each user chooses the FAP with maximum channel gain for transmission. The final solution to the problem is $\text{recParticle}_{\text{opt}}$. The pseudo code of CC selection procedure in IMCC is shown in Algorithm 1.

After determining the binary assignment matrix, IMCC further adjust power using the original PSO algorithm. Therefore, IMCC can also perform power adaption on each FAP. The procedure of IMCC is to determine the CC assignment matrix at first. The next step is to applied the original PSO to allocate power on each selected CC of each FAP.

**V. SIMULATION RESULTS**

**A. Simulation set-up**

Several experiments are performed to evaluate the performance of the proposed algorithms and other algorithms. In our simulation environments, we set the maximum power of the base station and FAPs to $43$dBm and $13$dBm, respectively. The bandwidth of component carrier is $20$MHz for each CC. The deployment of carrier aggregation is that each CC is on the same or little frequency separation spectrum. We consider a layout of 1-tier 7 hexagonal cells with 3 identical sectors in each cell. The simulation scenario and indoor path loss modeling are the same as in the literature [12] for the evaluation of femtocells. We suppose the temperature of the...
environment is 300K, therefore the noise of the system is -174 dBm/Hz. We compare the performance of IMCC, ACCS [4], G-ACCS [5], and TBRS [1]. The PCC threshold is 10dB and the SCC threshold is 8dB, which are the same as described in [4]. The parameters of TBRS are TBRS(2,10) which lead to the best average performance while the FAPs are crowded [1]. \( \delta \) in IMCC is set to 0.3. The number of iterations, \( i \), is set to 500, which can obtain a nearly optimal solution in our experiments. Therefore, the computation time of IMCC is a few seconds in a computer with Matlab R2009 and Intel(R) Core(TM) i5 CPU k655.
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Fig. 1. The CC allocation of 4 FAPs. (a) is the crowded topology, and (b) is the sparse topology. 5 different colors are used to denote different CCs.

B. Crowded and sparse environments

The design of the simulation is to evaluate how the selected CCs are determined by the proposed IMCC algorithm. Two simple topologies are considered: crowded and sparse distribution of FAPs. When FAPs are placed in a crowded environment, the selected CCs should show the orthogonal characteristics to avoid severe interference between each other in order to deliver the maximum system performance. On the other hand, if FAPs are placed in a sparse environment, they should use the whole bandwidth because the interference between each other is negligible.

In both topologies, the BS is placed at location (0,0), and there are 20 users. The users are randomly distributed in a 40m \( \times \) 40m square with center 800m far from the base station which is on the cell edge. Four FAPs are distributed circularly with the same center as users, the radius of crowded and sparse topology are 5m and 20m respectively.

Figure 1 shows the selected CCs for the four FAPs in both topologies. In Figure 1, there are five colors in each figure, and each color stands for a CC. Subfigure (a) in Figure 1 shows the CC allocation of the crowded case. The interference is serve among FAPs, so FAPs trend to using the different CCs for transmission. The neighboring FAPs use different CCs, and a CC is shared by FAP 1 and FAP 3. This is because that the distance between FAP 1 and FAP 3 is far enough such that the interference is light. Sharing the same CC can improve the system performance. Subfigure (b) in Figure 1 shows each FAP has five colors. That means every FAP uses the whole bandwidth for transmission. The interference is too light to be ignored while the distance between FAPs is large. In our intuition, using the whole bandwidth leads to the highest aggregate throughput.
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Fig. 2. The topology of 5 FAPs in an apartment with two stripes.

C. Two stripes of apartments

In this simulation, the scenario we apply is that a floor with two stripes of apartments, each stripe having 5 apartments. The size of each apartment is 10m \( \times \) 10m, and we set FAPs in the center of this square. We suppose each FAP serves two users which are randomly distributed in the apartment. The distribution topology is shown in Figure 2, where \( D \) is the distance between FAPs and BS. The purpose of this scenario is to investigate performance in a LTE-advanced cellular network. We change the distance between the stripes and the BS from 100 meters to 1000 meters. The performance results are shown in Figure 3 for different algorithms.

While the distance is short, the interference caused by BS is very severe. In this condition, IMCC and G-ACCS is better than other two algorithms as seen in Figure 3. The reason is that G-ACCS and IMCC change the power allocation for each CC while ACCS, and TBRS just use uniform power allocation and use the maximum power on each used CC. Therefore, the interference is more severe than G-ACCS and IMCC. The severe interference makes the performance lower. However, the gap between these algorithms becomes smaller while the
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Fig. 3. The throughput v.s. distance of all algorithms.
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Fig. 4. The throughput of all algorithms when the distance between Marco BS is large.
distance gets larger because the interference from BS becomes smaller while $D$ becomes larger.

If the distance is far enough, the interference caused by BS can be ignored, which is the same as the situation where there is no BS. Under such a circumstance, Figure 4 shows IMCC is still the best among all algorithms. Although G-ACCS performs power adaption and TBRS uses only uniform power allocation, the performance of G-ACCS and TBRS are almost the same. These results clearly indicate that an appropriate CC allocation is more important than power adaption. While managing interference among FAPs, the CC assignment is important and should be determined first.

D. Different Deployment Ratio

In this experiment, we construct a scenario with 100 apartments in a square and the size of each apartment is 10m $\times$ 10m. If there is a FAP in an apartment, it would be put in the center of the apartment, and two users are randomly distributed in the apartment. We vary the FAP deployment ratio of each apartment from 10% to 90%. The distance between these apartments and the BS is very large. Therefore we can ignore the interference caused by BS. We perform the experiment several times, and average these results.

Figure 5 shows the aggregate throughput of FAPs and Figure 6 is the average throughput of each FAP. Both figures show that IMCC has the best performance no matter if the deployment ratio is low or high. The results show that IMCC can work efficiently whether in light or severe interference environments. On the other hand, it can be shown that TBRS, which only determines the CC assignment, has performance better than G-ACCS. The results, again, show the appropriate CC assignment can obtain more performance gain.

VI. Conclusion

In this article, we propose a CC selection algorithm called IMCC (Interference Management based Component Carrier scheduling) to tackle the problem in heterogeneous networking environments of Femto Access Points (FAPs) and Macro-cell base stations. IMCC assigns CCs according to the entire system information, such as, location of FAPs, location of UEs (User Equipments), and the channel quality based on an evolutionary approach. The approach is based on a devised discrete-type optimization mechanism. After the selected CCs are determined, the power on each CC can be further adjusted accordingly. Several simulation topologies are performed to compare the performance with existing algorithms. The simulation results indicate the proposed approach outperforms existing algorithms.
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