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Abstract—As the Internet becomes the social infrastructure,
a network desigh method that has the adaptability against
the failure of network equipment and has the sustainability
against changes of traffic demand is becoming important.
Since we do not know in advance when the environmental
changes occur and how large the changes are, it is preferable
to have heterogeneity in topological structures so that the
network can evolve more easily. In this paper, we investigate the
heterogeneity of topological structures by using mutual infor-
mation of remaining degree. Our results show that the mutual
information is high at the most of router-level topologies, which
indicate that the route-level topologies are highly designed by,
e.g., the network operators. We then discuss and show that the
mutual information represents the heterogeneity of topological
structure through illustrative examples.
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I. INTRODUCTION

widely, and Barabshi-Albert (BA) model is one of it [4].

In BA model, the topology increases incrementally and links

are placed based on the connectivity of topologies in order to
form power-law networks. The resulting topology has a large

number of links connected with a few nodes, while a small

number of links connected with numerous nodes. Topologies
generated by BA model are used to evaluate various kind of
network performances [5], [6].

However, it is not easy to explain topology characteristics
of router-level topology by such models because topology
characteristics are hardly determined only by degree distri-
bution [7], [8]. Li et al. [7] enumerated several different
topologies with power-law, but identical degree distribution,
and showed the relation between their structural properties
and performance. They pointed out that, even though topolo-
gies have a same degree distribution, the network throughput
highly depends on the structure of topologies. The lessons
from this work suggest us that the heterogeneity of the

As the Internet becomes the social infrastructure, itdegree distribution is insufficient to discuss the topological

is important to design the Internet that has adaptabilitycharacteristics and the network performance of router-level
and sustainability against environmental changes. Howevetppologies.
dynamic interactions of various network-related protocols In this paper, we investigate the diversity of router-level
make the Internet into a complicated system. For examtopologies by using mutual information of remaining degree.
ple, it is shown that interactions between routing at theHere, the diversity of topology means how diverse the inter-
network layer and overlay routing at the application layerconnections are in any sub graphs chosen from the topology.
degrade the network performance [1]. Therefore, a newMutual information yields the amount of information that
network design method which has the adaptability againstan obtain about one random variabfe by observing an-
the failure of network equipment and has the sustainabilityother variableY”. The diversity of topology can be measured
against changes of traffic demand is becoming importantoy considering” as some random variable of a part of the
Since complex networks display heterogeneous structuregspology andX as the rest of it. Sél et al. [2] studied
that result from different mechanisms of evolution [2], onecomplex networks by using remaining degree distribution as
of the key properties to focus on is the network heterogeneityhe random variable. They calculated the mutual information
where, for example, the network is structured heterogeneousf remaining degree of biological networks and artificial
rather than homogeneous by some design principles afetworks such as software networks and electronic networks,
information networks. and shown that both of them have higher mutual information
Recent measurement studies on Internet topology showhan randomly connected networks. In this paper, we use this
that the degree distribution exhibits a power-law attribute [3].mutual information to evaluate the diversity of topology.
That is, the probability?,, that a node is connected o Milo et al. [9] have introduced a concept called Net-
other nodes, followsP, « x~7 , where~ is a constant work Motif. The basic idea is to find several simple sub
value called scaling exponent. Generating methods of modgraphs in complex networks. Arakawa et al. [10] shows
els which obey power-law degree distribution are studiedhe characteristic of router-level topologies by counting the
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Figure 1. Remaining degree

number of each kind of sub graph which consists of 4 nodes
respectively. They conclude that router-level topology has
more sub graphs called “sector”, that is removing one link

from 4 nodes complete graph, than other networks. However,
Network Motif is expected to evaluate the frequency of

appearance of simple structure in a topology, and is not
expected to measure the diversity of topology.

The rest of this paper is organized as follows. The
definition of remaining degree and mutual information is
explained in Section Il. Mutual information of several router-
level topologies are calculated, and shown in Section IIl. In
Section IV, we investigate the topological characteristic by
changing the mutual information through a rewiring process.

Finally, we conclude this paper in Section V. o P

Pr {a node has degree d}

100

10
Node degree d

Il. DEFINITIONS
Figure 2. Abilene = 3.27,H. = 2.25)

Mutual information of remaining degree is defined byé&ol
et al. [2]. Remaining degrefeis the number of edges leaving
the vertex other than the one we arrived along. The example
is shown in Figure 1, where the remaining degree is set

Table |
MUTUAL INFORMATION OF ROUTER-LEVEL TOPOLOGIES

to two for the left node and three for the right node. This Topology Nodes Links H(G) Hc(G) I(G)
S . ; _ Level3 623 5298 6.04 542 061
d|Str|bUt|On q(k) IS Obta|ned from. Verio 839 1885 4.65 4.32 0.33
ATT 523 1304  4.46 358 0.8
o(k) = (k+1)Pry1 ) Sprint 467 1280 474 384 090
SkPe Telstra 329 615 424 311 113
BA 523 1304  4.24 398 026
where P(Py, ... , P, ..., Pg) is the degree distribution, Random 523 1304 3.22 315  0.07

and K is the maximum degree.
The distribution of mutual information of remaining de-
gree,I(q), is
heterogeneous in the degree distribution, thus it has higher
I(q) = H(q) — He(qla'), (2)  entropy.
The second ternf.(qg|q’) is the conditional entropy of

where g=¢(1), ..., ¢(i), ... , g¢(N)) is the remaining degree a M) s
the remaining degree distribution,

distribution.
The first term H(q) is entropy of remaining degree
distribution: 0 =3 5 ) o n(hlK), (4
N k=1k'=1 ’
H(a) =~ q(k)log(q(k)). (3)
k=1 where 7 (k|k’") are conditional probability. They give the

Within the context of complex networks, it provides an probability of observing a vertex witth’ edges leaving it
average measure of network’s heterogeneity, since it megrovided that the vertex at the other end of the chosen
sures the diversity of the link distributior = 0 in a  edge hask leaving edges. For Abilene inspired topology,
homogeneous networks such as ring topology. As networkombinations of remaining degrees which are the ones of
become more heterogeneous, the entrBpgets higher. For a pair of linked nodes are biased; therefore, the conditional
example, Abilene inspired topology [7] shown in Figure 2 isentropy H.. is low.
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Figure 3. Average hop distance

IIl. DIVERSITY OF ROUTERLEVEL TOPOLOGY

In this section, we show the mutual information of some - &<

router-level topologies: Level3, Verio, AT&T, Sprint and . &
Telstra. The results are summarized in Table I. The router-

level topologies are measured by Rocketfuel tool [11]. To &<
compare with those router-level topologies, topologies made ;><.<
by BA model [4] and ER model [12] which has the same
number of nodes and links with AT&T are also shown.
From Table I, we can see that, except Verio, the mutual

information of router-level topologies are high and that of Figure 4. Rewiring method to leave the degree distribution unchanged
model-based topologies, such as the ones generated by BA

model and ER model, are low. This can be explained by a Table I

design principle of router-level topologies. Because router- TOPOLOGIES OBTAINED BY SIMULATED ANNEALING
level topology is designed under the physical and techno- Topology Nodes Links H(G) Hc(G) I(G)
logical constraints such as the number of switching ports T,BA- o3 1d 4 3% 0
and/or maximum switching capacity of routers, there are TR 523 1304 424 154 270

some restrictions and a kind of regulations on constructing
the topologies, so that they are less diverse. Note, however,
that the mutual information of Verio is low. This can be
explained by its growing history. Because Verio grows bigwe explore the relationship between entropy, conditional
with small ISPs [13], it contains various kinds of design entropy and the characteristic of topologies respectively.

principles conducted in each ISP. Therefore, Verio is moreA £ I d the ch ot
diverse than other router-level topologies. - Entropy F(q) and the characteristic

To show the relationship between degree distribution
IV. MUTUAL INFORMATION AND THE CHARACTERISTIC  anq the characteristic of topologies, we generate topologies
OF TOPOLOGIES having different entropy, and compared their average hop

As we mentioned in Section Il, mutual information is distance and degree distribution.
defined by entropy and conditional entropy. In this section, Topologies are generated by simulated annealing that
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Figure 6. Tr.nae With maximum mutual information

Figure 5. T7.in With minimum mutual information

looks for candidate networks that minimize the potential Topologies are again generated by the simulated anneal-
function U(G). Here, the temperature is set to 0.01, anding. We set the same parameter and the same initial topology
the cooling rate is set to 0.0001. The simulation searcheds we have used in the previous section. The different points
450000 steps. The initial topology is set to the topologyare the way to rewire the topology and the potential function

obtained by BA model which has the same number ofU’(G). For the first point, topology is changed by a rewiring

nodes and links with AT&T. Topologies are changed bymethod [14] that leaves the degree distribution unchanged,
random rewiring, and try to minimize the following potential i.e., by exchanging the nodes attached to any randomly

function: selected two links (Figure 4). For the second point, the
potential function we used to minimize $!(G) defined
U(G) = \/(H - H(G))2 + (Hc - HC(G))Q- (5) as,
Here H and H,. are pre-specified value of entropy and Ul(G) = |T - 1(Q)], (6)

conditional entropy respectivelyl (G) and H.(G) are en-

tropy and conditional entropy calculated by the topol@gy where I is pre-specified mutual information, andG) is
generated in the optimizing search process. We generateglytual information calculated by the topology generated
topologies by setting?, H. asH = H. from1to 5. Every  in the optimizing search process. Note that looking for
time in the search process(G) converge to approximately g pre-specified mutual informatiod is as the same as
zero. Therefore, entropy and conditional entropy of thejgoking for a pre-specified conditional entrogy, under
generated topologies are almost equal. the same entropy/. Because the entropy is same when the
Figure 3 shows the average hop distance of topologies Wgegree distribution unchanged, minimizing mutual entropy
generated. It can be seen that, whénncreases higher than s identical to maximize conditional entropy.
3, the average hop distance decreases. This is because, aso explain the relationship between mutual information
H increases, the degree distribution become biased, and dnd the characteristic of topologies, we use two topologies:
gets close to power-law arounfd = 4. topology T With minimum mutual information and
topology Trmaz With maximum mutual information?,,,;,
is generated by setting= 0.0 for simulated annealing, and
Next, we show the relationship between mutual informa-the resulting mutual information i8.12. The topology is
tion and the characteristic of topologies. Because router-levedhown in Figure 577,,.. iS generated by setting= 3.0 for
topologies obey power-law, we compare topologies havingimulated annealing, and the resulting mutual information is
high H(q). 2.70. The topology is shown in Figure 6. In both figures,

B. Conditional entropyH.(q|q’) and characteristic
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Figure 7. w(k|k’) of nodes with the largest remaining degre€lin,,;,, Figure 8. w(k|k’) of nodes with the smallest remaining degre€elin,,

1 T T T T T T T 1 T T T T T T T
0.8 i 1 08 - .
0.6 1 06 —
= >
= =
B B
0.4 1 04 .
0.2 f 1 02 —
0 | _» ' 1 1 1 1 1 0 1 II| II I| | I| | 1 1 1
0 10 20 30 40 50 60 70 80 0 10 20 30 40 50 60 70 80
k k

Figure 9. w(k|k’) of nodes with the largest remaining degre€lin,.... Figure 10. w(k|k’) of nodes with the smallest remaining degre€lin, ..

colors represent node degrees. Nodes which have the same V. CONCLUSION AND FUTURE WORK

color have the same node degree. Topological characteristics

of the initial topology,T1/in andTrmq, are summarized in In this paper, we investigated the network heterogene-

Table 1. ity of router-level topologies by using mutual information.
From calculating mutual information of some router-level
topologies, we found that router-level topologies have higher

From Figure 5 and Figure 6, we can see that topologymutual information than model-based topologies. We also

with high mutual information is less diverse, and have moregenerated topologies with different mutual information, and

regularity than the one with low mutual information. From showed that the topology is diverse when mutual informa-

Figure 7 to Figure 10, we show(k|k’) dependent on tion is high, and the topology has regularity when mutual

remaining degreé. w(k|k') is defined as the probability information is low.

that observing a vertex wittt’ edges leaving it provided  Qur next work is to evaluate network performance of

that the vertex at the other end of the chosen edge hagpologies with different mutual information, and to apply

k leaving edges. Figure 7 and Figure 8 shek|k’) of  this measure to designing information network that has

nodes with the largest remaining degree and nodes with thgdaptability and sustainability against environment changes.
smallest remaining degree if,,;,, respectively. Figure 9

and Figure 10 showr(k|k’) of nodes with the largest

remaining degree and nodes with the smallest remaining ACKNOWLEDGMENT
degree inTr,q.., respectively. We can see that(k|k’)
of Trmee IS more biased than that df7y,,;,. This also This research was supported in part by Grant-in-Aid for

represents that the topology with high mutual informationScientific Research (A) 24240010 of the Japan Society for
is less diverse than the one with low mutual information. the Promotion of Science (JSPS) in Japan.
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