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Abstract—The decision to move processes to new resources took advantage of both List Scheduling and Backtracking

is NP-Hard, and heuristics take place in order to reach good  concepts to evaluate the migration impact on each element
results inside an acceptable time interval. In this way, ths paper of the PM list in an autonomous fashion. In addition

presents AutoMig — a novel heuristic for BSP applications . .
that self-organizes the selection of candidates for migrain on another AutoMig's strength comprises the needlessness to

different clusters. Its differential approach consists ina predic- ~ Provide an additional parameter in MigBSP for getting
tion function (pf) that considers both processes’ computation ~more than one migratable process on rescheduling activatio
and communication data as well as their migration costspf is The scheduling evaluation uses a prediction functipf) (

applied over a list of schedules and AutoMig's final step dedes 4 considers the migration costs and works following the

whether one of them outperforms the time of the current -
mapping. The results emphasize gains up to 32% when testing concept of a BSP superstep [1]. The lowggtindicates the

a CPU-bound application in a simulated cluster-of-clustes ~ MOst suitable rescheduling plan.

environment. Besides AutoMig, this paper also describes & This paper aims to describe AutoMig in details. We
rescheduling model associated with it. evaluated it by using an BSP application for image com-
Keywords-BSP, rescheduling, heuristic, self-organizing. pression [7]. Considering that the programmer does not

need to change his/her application nor add a parameter in
MigBSP, the results with migration were satisfactory and
totaled a mean gain of 7.9%. This index was observed when
Generally, process migration is implemented within thecomparing migrations with the application execution solel
application with explicit calls [11]. A different migratio  The results also showed a serie of situations where AutoMig
approach happens at middleware level, where changes wutperforms the heuristic that elects only one process.
the application code and previous knowledge about the We organized the paper in eight sections. Section 2
system are usually not required. Considering this, we haveresents MigBSP. The main part of the paper belongs to
developed a process rescheduling model called MigBSP [45ection 3, where Automig is described in details. Sections
It was designed to work with round-based applications with & and 5 show the employed methodology and the results,
BSP behavior (Bulk Synchronous Parallel). Concerning theespectively. Related work is discussed in Section 6, while
choosing of the processes, MigBSP creates a priority lisSection 7 presents the conclusion and future work. Finally,
based on the highest Potential of MigratiddM) of each  Section 8 shows our acknowledgments to Brazilian agencies.
process [4]PM combines the migration costs with data from
computation and communication phases in order to create an
unified scheduling metric. The process denoted on the top of
the list is selected to be inspected for migration. Although MigBSP is a rescheduling model that works over het-
we achieved good results with this approach, we agree tharogeneous resources, joining the power of clusters, su-
a selection of a percentage of processes could determineercomputers and local networks. The heterogeneity issue
better results. However, a question arises: How can onéreaconsiders the processors’ clock (all processors have the sa
an optimized value for dynamic environments? A solutionset of instructions), as well as network bandwidth. Such an
involves the testing of several hand-tuned parameters andachitecture is assembled with Sets (sites) and Set Masiager
comparison among the results. Set Managers are responsible for scheduling, capturiray dat
After developing the first version of MigBSP, we have from a Set and exchanging it among other managers.
observed the promotion of intelligent scheduling systems The decision for process remapping is taken at the end
which adjust their parameters on the fly and hide intrinsicof a superstep. Aiming to generate the least intrusiveness
optimization decisions from users [11]. In this context, wein application as possible, we applied two adaptations that
developed a new heuristic nametutoMig that selects control the value ofa (o« € N*). a is updated at each
one or more candidates for migration automatically. Werescheduling call and will indicate the interval for the hex

I. INTRODUCTION

II. MIGBSP: RESCHEDULINGMODEL
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one. The adaptations’ objectives areé) {o postpone the actions considering local and destination processars; (
rescheduling call if the processes are balanced or to turn inigration costs. We computed two timeésaandts. t; means
more frequent, otherwisej:] to delay this call if a pattern the local execution of procesgs while t; encompasses its
without migrations onv past calls is observed. A variable execution on the other processor and includes the migration
namedD is used to indicate a percentage of how far thecosts. A new resource is chosenif> ts.

slowest and the fastest processes may be from the average
to consider the processes as balanced. I1l. AuToMIG: A NOVEL HEURISTIC TOSELECT THE

The answer for “Which” is solved through our decision SUITABLE PROCESSES FORMIGRATION

function called Potential of MigrationP(M). Each process AutoMig’s self-organizes the migratable processes with-
i computesn functions PM (i, j), wheren is the number out programmer intervention. It can elect not only one but a
of Sets andj means a Set. The key rationale consists incollection of processes at the migration moment. Espggiall
performing only a subset of the processes-resources tests AutoMig’s proposal solves the problem described below.
the rescheduling momenkJ/ (i, j) is found using Compu-

tation, Communication and Memory metrics as we can see ¢ Problem Statement- Givenn BSP processes and a list
in Equations 1, 2, 3 and 4. A previous paper describes each ~ ©f the highesPM of each one at the migration moment,

equation in details [4]. The greater the value R¥/ (i, j), the challenge consists in creating and evaluating at
the more prone the processes will be to migrate. maximumn new scheduling plans and to choose the
o . _ . most profitable one among those that outperform the

Comp(i, j) = Peomp(i) . CTP(i) . ISet(j) (1) current processes-resources mapping.
Comm(i,7) = Peomm/(i,7) - BTP(i,7) (2) AutoMig solves this guestion by using the concepts from

List Scheduling and Backtracking. Firstly, we sort tA#
Mem(i,j) = M(i) . T'(i,5) + Mig(i,j) (3) listin a decreasing-ordered manner. Thus, the tests begin b
the process on the head since its rescheduling represents be
ter chances of migration gains. Secondly, AutoMig proposes
n scheduling attempts (whereis the number of processes)
putation PatternP,,,(i) that measures the stability of ch;]ncr:zvrceglg?ﬁ .f.?}?s r;réc;\;erir;e%ta:;‘ do(r;lgl tcr)lgeBz::iifascskir?;

a process regardmg Fhe amount qf Instructions _at e"j‘Chfunctioning, where each partial candidate is the parent of
superstep. This value is close to 1 if the process is regmaéandidates that differ from it by a single extension step
and close to 0 otherwise. This metric also performs '

computation time predictioT P(i) for processi based ahgure 1 depicts an example of this approach, where a single

: . migration on level causes an impact dnt 1. For instance,
on all computation phases between two rescheduling actk— wpn , .

. o : _ . he performance forecast for process “A’ considers its own
vations.Comp(i, j) also presents an indekSet(j) which

informs the average capacity of Sgt In the same way, migration and the fact that “E” and “B” were migrated too.

Communication metric €omm(i, j) — computes the Com- Algorithm 1 presents AutoMig’s approach in details.
munication Patter®..,.,.m (Z, ]) between processes and Sets. Decreasing-sorted list based on the ; Value of the Scheduling;  Emulated migrations at
Furthermore, this metric uses communication time predic oo P | peddonet | cachevauaioner
tion BT P(i,j) considering data between two rebalancing | 'stPM(ProcessE, Set2) =321 st Scheduling = 2.34 ®
activations.Comm(i, j) increases if processhas a regular 2nd PM ( Process B, Set 1) =314 2nd Scheduling = 214 (E)(B)
communication with processes from Sgtand performs 3rd PM (Process A, Set 2) =313 | 3rd Scheduling = 134 | (E)()(A)
slower communication actions to this Set. Memory metric | 4neu (process c, set2) =257 | 4n Schecuing - 1.87 | ® BB
— Mem(i,j) — considers process memory, transferring rate | smpu (process 6, set2) =245 | sth scheduing = 121 | © @@
between considered process and the manager of target S [ e pu (Process b, Set1) =233 | e Sehoduling = 218 G0 CCO)
as well as migration costs. These costs are dependent of tl [ oy Frocess 5ot 1) 2202 | 70t scnoding = 4.15 | ®®®OOO®®
operating system, as well as the migration tool. ;

At each rescheduling call, each process passes its highest Figure 1. Example of the AutoMig's approach
PM(i, ) to its Set Manager. This last entity exchanges the
PM of the processes with other managers. Each manager The main part of AutoMig concerns its prediction function
creates a decreasing-sorted list and selects the process ph pf emulates the time of a superstep by analyzing the
the top for testing the migration viability. This test cathsis  computation and communication parts of the processes. Both
the following data: {) the external load on source and desti- parts are computed through Equations 5 and 6, respectively.
nation processorsji) the processes that both processors ardhey work with data collected at the superstep before
executing; {i7) the simulation of considered process runningcalling the rescheduling facility. In additiomf considers
on a destination processoip] the time of communication information about the migration costs of the processesdo th

PM(i,j) = Comp(i,5) + Comm(i,j) — Mem(i,j) (4)

Computation metric -Comp(i,j) - considers a Com-
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Sets. The final selection of migratable processes is olgtainea specific process may obtain the largest computation time,
through verifying the lowespf. The processes in the level while other one expends more time in communication ac-
belonging to this prediction are elected for migration iith  tions. AutoMig uses a global strategy, where data from all

rescheduling outperforms th& for the current mapping.

processes are considered in the calculus. We take profit from

At the rescheduling call, each process passes the followinthe barriers of the BSP model for exchanging scheduling

data to its manageri)(its highestPM; (i) a vector with its

data, not paying additional costs for that.

migration costs {/ em metric) for each Set;{i) the number
of instructions; {v) a vector which contains the number of

Algorithm 1 AutoMig’s approach for selecting the processes

bytes involved on communication actions to each Set. Each®
manager exchangedaM values and uses them to create a
decreasing-sorted list. Task 5 of Algorithm 1 is resporsibl
for getting data to evaluate the current scheduling.

At each level of thePM list, the data of the target 3
process is transferred to the destination Set. For instance
data from process 'E’ is transferred to Set 2 according to
the example illustrated in Figure 1. Thus, the manager on >
the destination Set will choose a suitable processor for the
process and will calculate Equations 5 and 6 for it. Aiming to
minimize multicast communication among the managers at 6:
eachpf computation, each Set Manager compuf@s:e, :
and Comm,, for the processes under its jurisdiction and
save the results together with the specific level of the list.
After performing the tasks for each element®l list, the
managers exchange vectors and compéiter each level as
well as for the present scheduling (task 12 in Algorithm 1).

Equation 5 compute§ime, (i), wherei means a specific
process.Timey(i) uses data related to the computing power
and the load of the processor in which procesxecutes
currently or is being tested for reschedulingu_load (i)
represents the CPU load average on the last 15 minutes. Thi
time interval was adopted based on work of Vozmediano and
Conde [9]. Equation 6 presents how we get the maximum®
communication time when considering procesnd Set;.
In this context, Sej may be the current Set of proceiser
a Set in which this process is being evaluated for migration.15
T(k,7) refers to the transferring rate ofbyte from the Set
Manager of Sejj to other Set ManageBytes(i, k) works

with the number of bytes transferred through the network*®

10:

11:
j2: Set Managers exchange data and compaitdor the

16:
17:

Each process comput&M locally (see Equation 4).

2: Each process passes its highB#f, together with the

number of instructions and a vector that describes its
communication actions, to the Set Manager.
Set Managers exchandgM data of their processes.

4. Set Managers create a sorted list based ofPMevalues

with n elements o is the number of processes).

5. Set Managers compute Eq. 5 and 6 for their processes.

The results will be used later for measuring the current
mapping. Migrations costs are not considered.

: for each element from O up toe— 1 in the PM list do

Considered element is analyzed. Set Manager of
process sends data about it to the Set Manager of Set
j. The algorithm proceeds its calculus by considering
that process is passed to Set.
The manager on the destination Set chooses a suitable
processor to receive the candidate prodess
Set Managers compute Eq. 5 and 6 for their processes.
Set Managers save the results in a vector with the
specific level of thePM list.

end for

current scheduling as well as for each levelRM list.

3 if Min(pf) in the PM list < currentpf then
14:

Considering thePM list, the processes in the level
wherepf was reached are selected for migration.
Managers notify their elected processes to migrate.
else
Migrations do not take place.
end if

among process and all process belonging to Set Lastly,
Mig_Costs(i,j) denotes the migration costs related to the
sending of process to Setj. It receives the value of the

IV. EVALUATION METHODOLOGY

Mem metric, which also considers a procésand a Setj.

, L Instruction(7)
Timey (i) = (1 — cpu_load(i)).cpu(i) ®)
Commp(i,j) = Mazxy (Y k € Sets
(Bytes(i. ) - T(k, 7)) (6)
pf = Maxz; (Timey(i)) + Maz, ; (Commy(i,7))
+ Maz, ; (Mig_Costs(i,j)) (7)

We are simulating the functioning of a BSP-based Fractal
Image Compression (FIC) application [7]. FIC applications
apply transformations which approximate smaller parts of
the image by larger ones. The smaller parts are called ranges
and the larger ones domains. All ranges together form the
image. The domains can be selected freely within the image.
A complete domain-poll of an image of size ¢ with square
domains of sized x d consists of(t — d + 1)? domains.
Furthermore, each domain has 8 isometries. So each range
is compared witt8(¢—d+1)? domains. The application time
increases as the number of domains increases as well. Our

Considering Equation 7, we can emphasize that each paBSP modeling considers the variation of both the range and

may consider a different processand Setj. For instance,
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2 presents the organization of a single superstep. Fikgdy, may be viewed in Figure 2. Since the application proceeds
are computingff supersteps, wherex ¢ is the image size in communications from processto ¢ + 1, we are using
andr is the size of square ranges. The goal is to computéhe contiguous approach in which a cluster is filled before
a set of ranges at each superstep. For that, each supersfgssing to another one [10]. The values of 40, 20 and 10
works overf ranges since the image comprises a squarewvere used for the sidel) of a square domain and the figure
At each superstep, a range is computed agaﬂ'(‘(%)z.%) is a square 1000x1000. The lower thealue, the greater the
domains, wherel represents the size of a domain and number of domains for computation. Finally, the migration
the number of processes. Thus, each process %‘ermsges costs are based on tests with AMPI in our clusters.

before calling the barrier, which must be multiplied by 8 to

find the number of bytes (each range occupies 8 bytes). V. ANALYZING AUTOMIG’ S OVERHEAD AND DECISIONS

Algorithm 2 Single superstep for FIC problem Table | presents the tests with 40 and 20 for both domain

1: Taking a range-poalp (0 < rp < £ —1): ¢ andr mean and range sizes, respectively. This setup enables a small
the sides of the x t image and- < range, respectively computation grain and processes migrations are not viable.

2: for each range inp do PM values in all situations are negative, owing to the lower
3. for each domain belonging to specific process weight of the computation and communication actions if
4 for each isometry of a domaito compared to the migration costs. AutoMig figures out the
5 calculate-rms(range, domain) lowest pf for the current scheduling. Thus, both times for
6: end for scenariaii andiii are higher than scenarioln this context,
7: end for a large overhead is imposed by MigBSP since the normal
s end for application execution is close to 1 second in average.
9: Each process (0 < i < n — 1) sends data to its right- Table |
neighbori 4 1. Process: — 1 sends data to process RESULTS WITH40 FOR DOMAIN (TIME IN SECONDS)
10: Call for synchronization barrier Processes | Scenarioi | Scenarioii | Scenarioiii
10 1.20 2.17 2.17
Set 1 Set 3 Network Connections gg 82? ;82 1.2936
"L1...L20" <->"R1" = 1 Gbps | . .
o Lo T || e o 100 0.93 2.44 544
1.2 GHz 1GHz "1..1112" <> "R2" = 1 Gbps 200 174 341 341
"A1...A20" <->"R3" = 1 Gbps
Cluster C Cluster | /1" <>"R2" = 1 Gbps - . . .
"C1...C16" ’ ‘ H..1112 ’ "R2' <>"R3" = 1 Gbps We increase the number of domains when dealing with
16 16 GHz Resources Maspng 20 for the domain’s side. The execution with 20 for domain
Set2 R TS (WERTSY is depicted in Figure 3. The execution with 10 processes
p— SR e R did not present replacement because they are balaped.
Al g 1 tgggigglgigg:gfg) of 0.21 was obtained for the current processes-resources
Set5 A{1-20}, L {1-20}, C {1-6} mapping by using 20 for domain and 10 processes. All

predictions in thePM list are higher than 0.21 and their
Figure 2.  Multiple Clusters-based topology, processing aetwork  average achieves 0.38. However, this configuration of do-

resources description and the initial processes-ressugtieeduling main triggers migration when using 25 and 50 processes. In
The BSP application was evaluated with simulation inthe former case, 5 processes from cluster C are moved to
three scenariosi( Application execution simply;i¢) Appli-  the fastest cluster named A. AutoMig’s decisions led a gain

cation execution with MigBSP scheduler without applying of 17.15% with process rescheduling in this context. The
migrations; (i) Application execution with MigBSP sched- last mentioned cluster receives all processes from clister
uler allowing migrations. Both the application and AutoMig when dealing with 50 processes. This situation shows up
were developed using the SimGrid Simulator (MSG Mod-gains of 12.05% with migrations. All processes from cluster
ule) [3]. It is deterministic, where a specific input always C remain on their initial location because the computation
results in the same output. The scenarios were evaluategtain decreases with 50 processes. Although 14 nodes in the
in an infrastructure with five Sets (see Figure 2). A Setfastest cluster A stay free, AutoMig does not select some
represents a cluster where each node has a single processmocesses for execution on them because the BSP model
The infrastructure permits us to analyze the impact of theoresents a barrier. Despite 14 migrations from cluster C to
heterogeneity issue on AutoMig’s algorithms. A occur, a group of process in the slower cluster will remain
Initial tests were executed usimgequal to 4 and) equal inside it and still limit the superstep’s time. Lastly, sinc
to 0.5. We observed the behavior of 10, 25, 50, 100 andhe work grain decreases when adding more processes, the
200 BSP processes. Their initial mapping to the resourcesxecutions with 100 and 200 did not present migrations.
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We achieved better results when using 10 for domairb. The processes from cluster C are moved to A with 25
(see Figure 4). The computation grain increases exponemprocesses and domain equal to 10. In this case, the 20 other
tially with this configuration. This sentence may be viewedprocesses stay on cluster L because there are not enough
through the execution of 10 processes, in which are alfree nodes in the fastest cluster. A possibility is to exlor
migrated to cluster A. Considering th&@(%)%%) express two process in a node of cluster A (each node has 2 GHz)
the number of domains assigned to each one of 10 processdsit AutoMig does not apply it because each node in Cluster
this expression is equal to 500, 2000 and 8000 wher. has 1.2 GHz. Considering the growth in the number of
testing 40, 20 and 10 values for domain. Using 10 for bothdomains, the migrations with 100 processes becomes viable
domain and the number of processes, the current schedulirend get 14.95% of profit. Nevertheless, the initial mapping
produced gf of 1.62.pf for the PM list is shown below:  of 200 processes stands the same and an overhead of 7.64%

o pf[1..10] = {1.79, 1.75, 1.78, 1.79, 1.81, 1.76, 1.74, Was observed when comparing both scenaiiaad .

1.82, 1.78, 1.47. We can conclude that the higher the computation weight
per process, the better will be the gains with process
rescheduling. In this way, we tested AutoMig with a shorter

. ”Sc!ernal;icr)iré' domain as expressed in Table Il. This table shows the
<O scenarioii - behavior for 10 and 25 processes. Gains about 31.62%
O Scenarioiii and 19.81% were obtained when dealing with AutoMig. In

addition, its overhead is shorter than 1%. We verified that
the benefits with migrations remain practically constamtef
compare the executions with 10 and 4 for the domain values.
It is possible to observe that when doubling the number of
processes, the application time is not halved as well.

Table Il
EXECUTION TIME (IN SECONDS WITH DOMAIN 4

Number of Processes

Figure 3. AutoMig's evaluation when using 20 for domain

Time in Seconds

Pl ] Proc- Scen.i Old Heuristic AUtOMig
L B scenarioi esses " [Scendi | Scen.ii | Scendi | Scen.i
?%250 Scenarchy’ | 10 12500.51 12511.87 9191.72 | 12523.22 8555.29
3 200 zzain g 25 6250.49 | 6257.18 | 5311.54 | 6265.38 | 5011.77
g
E

Table 1l also shows a comparative analysis of the two
s selection heuristics implemented in MigBSP. We named the
L one that selects one process at each rescheduling call as Old
1 e I B s | Heuristic. Despite both obtained good levels of perforneanc
10 25 e erosescos 200 AutoMig achieves better migration results than Old Heigist
Figure 4. AutoMig’s results when enlarging the work per psxat each (approximately 8%). For instance, 5 processes are migrated
superstep. This graph illustrates experiments with dori@imnd range 5  already in the first attempt for migration when testing 25
processes. In this case, all processes that were running
on Cluster C are passed to Cluster A. This reorganization
suggested by AutoMig at the beginning of the application
provides a shorter time for application conclusion. In the
other hand, 5 rescheduling calls are needed to reach the
same configuration expressed previously with Old Heuristic
Lastly, AutoMig imposes larger overheads if compared to
Old Heuristic (close to 1%). This situation was expected

AR RN AR RRE AR RRRRNRRRRE RRRRN R

EE  Gain with process migration

PI - Performance Index

10 25 50 100 . . . :
Number of Processes since two multicast communications among the Set Man-

Figure 5. Migration gains with domain 10. P{££en-_i=scen. iii ;1) agers are performed by AutoMig in its algorithms.

scen.

Considering the first up to the ninihfin the last item-

ization, we observed that although some processes can run VI. RELATED WORK

faster in a more appropriate cluster, there are others that Vadhiyar and Dongarra presented a migration framework
remain in a slower cluster. This last group does not allowand self-adaptivity in GrADS system [12]. The gain with
performance gains due to the BSP modeling. However, theescheduling is based on the remaining execution time pre-
migration of 10 processes to the fastest cluster generateliction over a new specified resource. This framework must
a pf of 1.47 and a gain around 31.13% when comparingvork with applications in which their parts and durations
scenariosiii and ¢. This analysis is illustrated in Figure are known in advance. Sanjay and Vadhiyar [11] present
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a scheduling algorithm called Box Elimination. It consid-  Finally, future work comprises the use of AutoMig in a
ers a 3-D box of CPU, bandwidth and processors tuple$iPC service for Cloud computing. Concerning that each
for selecting the resources with minimum available CPUapplication specifies its own SLA previously, AutoMig
and bandwidth. This work treats applications in which theappears as the first initiative to reorganize the processes-
problem size is known in advance. Liu et al. [8] introducedresources shaping when SLA fails. If the rescheduling does
a novel algorithm for resource selection. The applicatiomot solve the problem, more resources are allocated in a
reports the Execution Satisfaction Degree (ESD) to thesecond instance.
scheduling middleware. The main weakness of this idea
is the fact that users/developers need to define the ESD VIIl. A CKNOWLEDGMENTS
function by themselves for each new application. This work is partially supported by CTIC RNP and CNPq.
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