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Abstract—Social Bookmarking Systems (and Social Media
Systems in general) are experiencing a quick growth in the
number of active users. This expansion led to the well-known
“social interaction overload” problem, that means that each user
has too many potential people to interact with. In order to address
this problem, user recommender systems are widely proposed in
the social media literature to recommend friends or people to
follow. Currently, there are no approaches able to produce friend
recommendations in the Social Bookmarking Systems domain.
In this paper we propose a friend recommendation algorithm
for a Social Bookmarking System, based on low computational
effort heuristics that allow real time applications. Experimental
results show that, when users tag in the same way and are also
interested in the same content, they can be recommended as
friends. The proposed algorithm produces better results, with
respect to policies that use only tags and do not consider content.

Keywords—Social Bookmarking; Friend Recommendation;
Tagging System.

I. INTRODUCTION

With the explosion of the Web 2.0, we observed a rapid
growth of Social Bookmarking Systems and, in general, of
all the forms of Social Media Systems. Social Bookmarking
Systems allow users to use keywords (tags) to describe web
pages that are of interest for them, helping to organize and
share the resources with other users in the network [14]. The
most widely-known example of Social Bookmarking Systems
is Delicious.

In this domain, where users are connected and interact
with each other, the growth of the population and the large
amount of content led to scarcity of attention and to the well-
known “social interaction overload” problem [7], [8]. These
two problems are strongly related, since each user has too
many potential users and items to interact with and this does
not allow to focus on users or items that might be interesting
for her/him. As a solution, the recommender systems research
area recently put a lot of attention in the Social Media Systems
domain, by developing a new class of systems named social
recommender systems [6]. One of the most important areas
social recommender systems focus on is user recommendation.
User recommendation in the social domain aims at suggesting
friends (i.e., recommendations are built for pairs of users that
are likely to be interested in each other’s content) or people to
follow (i.e., recommendations are built for a user, to suggest
users that might be interesting for her/him) [7].

These systems can be classified into three categories:

1) Systems based on the exploration of social graphs,
that analyze the set of people related to the con-
sidered user, in order to produce recommendations.
These systems recommend either the closest users in
the graph, like friends of friends and followees of
followees (the most famous example of this type of
systems is Facebook [17]), or perform a random walk
on the graph, in order to recommend the users that
have the highest probability to be crossed (the main
reference for this type of systems is Twitter [2]).

2) Systems based on the analysis of the interactions of
the users with the content of the system (tags, likes,
shares, posts on news, bookmarks, pictures, etc.). In
order to exploit the interests, these systems usually
apply complex algorithms. For example, some ap-
proaches build a user profile using TF-IDF (Term Fre-
quency - Inverse Document Frequency) vectors [20]
that, in order to be built, need to analyze each content
the user interacts with [11]. Recommendations are
produced by identifying users with similar profiles.

3) Hybrid systems, that consider both the social graph
and the interactions of the users with the content (an
example is represented by [9]). The use of different
sources of data to produce the recommendations
increases the complexity of these systems.

As highlighted in the previous classification, social rec-
ommender systems that recommend users are often based on
approaches that filter content, make classifications and explore
graphs. These systems certainly achieve a high accuracy but
most of them are so complex that it would be hard to apply
them to a real world scenario that, as previously said, grows
quickly and involves huge amounts of data. The application of
a complex algorithm to a real world scenario would involve
difficulties in capturing the evolution of the users interests
when building the recommendations.

Since user recommendation in a social domain aims at
suggesting friends or people to follow, it is important to
notice that the recommendation of a friend involves mutual
interests and that the list of recommended friends might be
different from the list of recommended people to follow. In
fact, given two users ui and uj , uj might be interesting
for ui, but not vice versa. This means that uj would be
recommended to ui as a user to follow, but not as a friend.
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So, the design of these two types of systems is different, since
they involve different notions of users similarity. To the best of
our knowledge, there are no approaches in literature that build
friend recommendations in a Social Bookmarking System.

This paper presents a friend recommendation algorithm in
a social bookmarking system that, by mining the content of
the target user, recommends users that have similar interests.
The algorithm has the capability to make a selective use of the
available information and does not consider the social graph,
in order to use as less information as possible. For this reason,
it lends itself well to real time evaluations. The algorithm has
been compared with two other reference algorithms, in order
to evaluate the performances in terms of accuracy and to infer
which aspects are more beneficial to produce recommendations
in this domain; another aspect that we explored is the trade-
off between the accuracy of the algorithm and the number of
users involved in the recommendation process.

Our work brings relevant scientific contributions to the
social recommender systems research area, now described in
detail:

• This is the first algorithm able to recommend friends
in a Social Bookmarking System.

• This algorithm is able to exploit the interests of a user
in a selective way and produce recommendations using
a simple approach, that can be applied in real time.

• The proposed algorithm has been tested, in order to
evaluate how the considered information should be
exploited (i.e., what information should be used and
which weight should the considered interests have in
the recommendation algorithm).

The proposed algorithm, both for its simplicity and because
it is the first developed in this application domain, puts the
basis on a research area previously not explored in the rapidly
growing domain of social bookmarking systems.

The rest of the paper is organized as follows: Section II
presents a formalization of a social bookmarking system;
Section III describes the details of the recommender algorithm
presented in this paper; Section IV illustrates the conducted
experiments; Section V presents related work and Section VI
contains comments, conclusions and future work.

II. SOCIAL BOOKMARKING SYSTEMS

Starting from the definition of a Social Tagging System
given by Zhou et al. [16], we can state that a Social Bookmark-
ing System consists of a set of users U , a set of bookmarks
B, a set of tags T and a set of links between users L. Let
S = {U,B, T, L} be a Social Bookmarking System where:

• U = {ui}ni=1 is a set of n users;

• B = {bi}wi=1 is a set of w bookmarks;

• T = {ti}ki=1 is a set of k tags;

• L = {li}mi=1 is a set of m links between pairs of users;
these links may be bi-directional (i.e., a friendship) or
uni-directional (i.e., one user follows the other).

Starting from the definition given above, we can define:

• UB ⊆ B ×U = {bi|bi ∈ B is a bookmark tagged by
user u ∈ U} is the set of bookmarks used by u;

• UT ⊆ T × U = {ti|ti is a tag used by user u ∈ U ,
ti ∈ T} is the set of tags used by u;

• BT ⊆ T×U×B = {ti|ti is a tag used by user u ∈ U
to annotate the bookmark b ∈ B, ti ∈ T};

The algorithm presented in this paper aims at finding
previously unknown bi-directional links lk ∈ L(ui, uj), in
order to recommend a friendship between user ui and uj .

III. RECOMMENDING FRIENDS IN A SOCIAL
BOOKMARKING SYSTEM

A. Motivation

The motivation of our algorithm is twofold. As mentioned
in the Introduction, to the best of our knowledge there are
no studies that propose an approach to recommend friends
in the Social Bookmarking Systems domain. Secondly, a
relevant aspect of a recommender system that operates in the
social domain is the need to capture the user interests using
lightweight algorithms; in fact too complex approaches may
require too much time to infer the users interests. Therefore,
when recommendations are produced, the estimated interests
of a user may not consider the current ones that, in the
meanwhile, may have been updated. So, motivated by the
thesis proposed in [16] that the tagging activity of the users
reflects their interests and by the intuition that users with
similar interests use similar tags and the same bookmarks,
we developed an algorithm that, given a Social Bookmarking
System S, makes a selective use of the available information
about interests to produce accurate friend recommendations. To
be more precise, our algorithm computes user similarities with
low computational cost metrics based on the set of bookmarks
B and on the set of tags T .

B. Algorithm

Our algorithm is based on two similarity metrics, computed
considering the tags and the bookmarks used by a user. Given
a target user ut ∈ U , the algorithm recommends the users with
high tag-based and bookmark-based similarities. The algorithm
works in three steps:

1) Tag-based similarity computation. The first similarity
calculated among a target user ut and the other
users, is based on the tags used by each user. Given
the number of times each tag was used by a user,
Pearson’s correlation is used to derive the similarity.

2) Bookmark-based similarity computation. The second
type of similarity is the percentage of common book-
marks among ut and the other users.

3) Recommendations selection. This step recommends to
ut the users with both a tag-based and a bookmark-
based similarity higher than a threshold value.

In the following, we will give a detailed description of each
step.
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1) Tag-based Similarity Computation: Considering the pre-
viously given definition of S = {U,B, T, L}, we represent
each user u with a vector −→vu = {vu1, vu2, ..., vuk}, where each
element vui is the relative frequency of each tag ti ∈ T used
by u ∈ U and is computed as follows:

vui =
fui

#UT (u)
(1)

Value fui represents the frequency of a tag ti ∈ T for user
u. Given that each user is represented by a vector based on
tag frequencies and that [16] states that users’ interests are
reflected in their tagging activities, our algorithm computes
the first user similarity with the Pearson’s correlation coeffi-
cient [19], to infer users with similar interests. We chose to use
this metric because, as proved by Breese et al. [15], it is the
most effective technique for the similarity assessment among
users.

Let {u,m} be a pair of users represented respectively by
vectors −→vu and −→vm. Our algorithm computes the tag-based user
similarity tb as defined in (2):

tb(u,m) =

∑
i⊂Tum

(vui − vu)(vmi − vm)√∑
i⊂Tum

(vui − vu)2
√∑

i⊂Tum
(vmi − vm)2

(2)

where Tum represents the set of tags used by both users u
and m and values vu and vm represent, respectively, the mean
of the frequencies of user u and user m. The metric compares
the frequencies of all the tags used by the considered users.
The similarity values range from 1.0, that indicates complete
similarity, to −1.0, that indicates complete dissimilarity. Her-
locker et al. [13] demonstrated that negative similarities are
not significant to evaluate the correlation among users, so in
our algorithm we consider only positive values.

2) Bookmark-based similarity computation: To increment
the system knowledge on user interests, our algorithm com-
bines the tag-based similarity presented above with another
metric based on bookmarks. The metric calculates the per-
centage of common bookmarks between two users u and m.

Let us consider UB(u), i.e., the set of bookmarks used
by a user u ∈ U . We define D(u,m) = UB(u) ∩ UB(m) =
{bi|bi ∈ UB(u)∧bi ∈ UB(m)} as the sets of bookmarks used
by both user u and user m. Given a pair of users {u,m}, we
compute the bookmark-based user similarity bb, by considering
the common bookmarks among the users, as follows:

bb(u,m) =
#D(u,m)

#UB(u)
(3)

where #D(u,m) and #UB(u) represent, respectively, the
cardinality of the sets D(u,m) and UB(u). We can notice
that, since the bb metric is calculated as a percentage, the
similarity is based on the number of bookmarks used by
the user that we are comparing (i.e., #UB(u)). This means
that, differently from previously computed metric, similarity
bb(u,m) can be (and often it is) different from bb(m,u). Our
algorithm considers both values.

3) Recommendations selection: Once the tag-based and the
bookmark-based user similarities are computed for each pair
of users, our algorithm chooses a set of users to recommend
to the target user by selecting:

• the ones that have a tag-based user similarity higher
than a threshold value α (i.e., tb > α);

• the ones that have a bookmark-based user similarity (at
least one of the two computed) higher than a threshold
value β (i.e., bb > β).

So, given a target user ut, the candidate set CS(ut) of users
to recommend is selected as follows:

CS(ut) = {ui ∈ U |tb(ut, ui) > α&&(bb(ut, ui) > β) ‖ (bb(ui, ut) > β)}
(4)

IV. EXPERIMENTAL FRAMEWORK

This section presents the framework used to perform the
experiments. The dataset used and the data preprocessing are
first described. Then, the metrics used for the evaluation are
presented. The last part of the section presents the experimental
setup and the obtained results.

A. Dataset and pre-processing

Experiments were conducted on a Delicious dataset dis-
tributed for the HetRec 2011 workshop [12]. It contains 1867
users, 69226 URLs, 7668 bi-directional user relations, 53388
tags, 437593 tag assignments (i.e., tuples [user, tag, URL]),
104799 bookmarks (i.e., distinct pairs [user, URL]).

We pre-processed the dataset, in order to remove all the
users that were considered as “inactive”, i.e., the ones that
used less than 5 tags and less then 5 URLs.

B. Metrics

Given a set of recommendations R = {∪CS(ut),∀ut ∈
U} and a set of correct recommendations C ⊆ R (i.e., the
pairs of recommended users that also appear in the dataset
as a bi-directional user relations), recommendation accuracy
is defined as the ratio of correct recommendations among all
recommendations and it is computed as showed in (5).

accuracy =
#C

#R
(5)

The other aspect considered in the evaluation is the user
coverage, that represents the percentage of users involved in
the recommendations, i.e., for how many users the algorithm
is able to produce recommendations, given a specific threshold
value. The metric can be computed as follows:

userCoverage =
#R

#U
(6)
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C. Experiments

Strategy. We performed two different experiments. The
first aims to make an evaluation of the recommendations,
by exploring the accuracy of the algorithm with different
thresholds, while the other aims to make an evaluation of the
user coverage, by exploring the trade-off between accuracy
and user coverage.

In order to evaluate the recommendations we implemented
a state-of-the-art policy [16], that we used as reference al-
gorithm. Zhou et al. [16] developed a tag-based user recom-
mendation framework and demonstrated that tags are the most
effective source of information to produce recommendations.
We compare the performances of our algorithm with respect to
that of the reference one, that uses only tags i.e., with bb = 0),
in terms of accuracy. Supported by the thesis that the use
of only one source of data leads to better performances, we
designed a second reference algorithm that considers only the
bookmark-based similarity (i.e., with tb = 0).

In order to explore the trade-off between the accuracy
analyzed in the previous experiments and the user coverage,
we evaluate how the number of involved users (i.e., the user
coverage) changes with respect to the tag-based user similarity
tb and the bookamrk-based user similarity bb.

During the analysis of the accuracy, we evaluated all the
values of parameters α and β between 0 and 1, using a 0.1
interval. When analyzing the user coverage, we also considered
the values of β between 0 and 0.1, with a 0.01 interval, in
order to evaluate in more the detail the user coverage studied
considering bb (results will help motivating our choice to
extend this analysis).

The experimental setup and the results are now described.

Evaluation of the recommendations. Given a target user
ut, the algorithm built a candidate set, CS(ut), of users
to recommend. For each recommended user ui ∈ CS(ut),
we analyze the bi-directional user relations in the dataset
to check if there is a link between the target user ut and
the recommended user ui (i.e., if the users are friends). Let
R = {∪CS(ut), ut ∈ U} be the set of all recommendations.
We consider as correct recommendations the set C ⊆ R of
all the recommendations for which there is a correspondence
in the relations of the dataset. This experiment analyzes the
amount of correct recommendations in terms of accuracy.
Given different values of α and β, the accuracy of the algo-
rithm is calculated, in order to analyze how the performances
of the algorithm vary as the similarities between users grow.
The obtained results are illustrated in Fig. 1 and Fig. 2.

Fig. 1 shows how the accuracy values change with respect
to the bookmark-based user similarity bb. The figure contains
a line for each possible value α of the tag-based user similarity
tb. We can observe that the accuracy values grow proportion-
ally to the bb values. This means that the more similar are the
users (both in terms of tag-based similarity and of bookmark-
based similarity), the better the algorithm performs. However,
for bb values higher than 0.5 no user respects the constraints,
so we cannot make any recommendation; this is the reason
why there are no accuracy values for bookmark-based user
similarities higher than 0.5 (bb > 0.5). Fig. 2 shows the same
results from the tag-based user similarity point of view. The

Fig. 1. Accuracy of the algorithm with respect to bookmark-based user
similarity bb, for each value of the tb user similarity

Fig. 2. Accuracy of the algorithm with respect to tag-based user similarity
tb, for each value of the bb user similarity

figure illustrates the accuracy values with respect to the tag-
based user similarity tb; here each line presents the results for
a given value β of the bookmark-based user similarity bb. As
results show, also from this perspective, the accuracy values
grow proportionally to the tb values. The red lines in Fig. 1
and Fig. 2 show the results of the reference algorithms, where
tb = 0 and bb = 0. In both cases, the two metrics combined
improve the quality of the recommendations with respect to
the cases where only one is used.

Evaluation of the user coverage. In this experiment, we
study how the user coverage of the algorithm (i.e., the percent-
age of users involved in the recommendations) changes with
respect to the tag-based user similarity tb and the bookmark-
based user similarity bb. As Fig. 1 shows, when the behavior
of the user coverage with respect to the bookmark-based
user similarity bb is analyzed, each value of bb is combined
with several values of tag-based user similarity tb. In this
experiment we are interested only in the tb value that leads
to the maximum values of user coverage. In the same way, we
evaluate the user coverage with respect to the tag-based user
similarity tb values, considering only the bookmark-based user
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Fig. 3. User coverage of the algorithm with respect to tag-based user
similarity tb

similarity bb that leads to the maximum user coverage values.
Experiments are repeated with different values of α and β.

The results are presented in Fig. 3 and Fig. 4.

Fig. 3 shows the user coverage values with respect to
the values of the tag-based user similarity tb; as previously
mentioned, in this figure we do not have a line for each value of
bookmark-based user similarity bb but we represent just a line
that corresponds to bb = 0.01, which is the case that leads to
the maximum values of user coverage. The same consideration
can be made for Fig. 4, that represents the trend of the user
coverage with respect to the bookmark-based user similarity
bb; also in this case, we do not represent a line for each possible
value of the tag-based user similarity tb, but just the values
that correspond to tb = 0.1 (i.e., the value that allows to reach
the maximum user coverage). As expected, high values of the
thresholds α and β (that indicate a high similarity among users)
correspond to low user coverage values. Effectively, in both
Fig. 3 and Fig. 4 we can observe that we have user coverage
values lower than 50% (that on a scale which ranges from 0 to
100 can be considered low values) for values of tb higher than
0.3 and for values of bb higher than 0.03. In Fig. 4 we can
also observe that for values of the bookmark-based similarity
bb higher than 0.5 the user coverage is 0 and that a consistent
variation of the user coverage is between 0 and 0.1 (this is
why we chose to extend our analysis by considering also those
values).

V. RELATED WORK

In the last years, Social Bookmarking Systems have been
studied from different points of view. This section presents
related work on user recommendation in this research area.

In [2], Gupta et al. present Twitter’s user recommendation
service based on shared interests, common connections, and
other related factors. The proposed system builds a graph
in which the vertices represent users and the directed edges
represent the “follow” relationship; this graph is processed
with an open source in-memory graph processing engine called
Cassovary. Finally, recommendations are built by means of
a user recommendation algorithm for directed graphs, based

Fig. 4. User coverage of the algorithm with respect to bookmark-based user
similarity bb

on SALSA (Stochastic Approach for Link-Structure Analysis).
Our algorithm differs because we make friend recommenda-
tions and, furthermore, our algorithm uses just a restricted set
of available information, without considering the social graph.

In [11], Chen et al. describe a people recommender system
in an enterprise social network domain. They compare four
algorithms, two based on social relationship information and
two based on content similarity and demonstrate that the
algorithms that use social information are stronger to find
known contacts, while algorithms based on content similarities
are better to discover new friends. We cannot compare with
this approach, since it is applied to a delimited enterprise social
network domain.

Guy et al. [10] describe a people recommender system for
the IBM Fringe social network. The system uses enterprise
information like org chart relationships, paper and patent co-
authorship and project co-membership, which are specific of
this social network, so it is hard to compare to them.

Hannon et al. [9] describe a followee recommender system
for Twitter based on tweets and relationships of their Twitter
social graphs. By using this information, they build user
profiles and demonstrate how these profiles can be used to
produce recommendations. In our work, we do not use any
social connection information and furthermore we recommend
friendship relationship and not users to follow.

In [3], a recommender system based on collocation (i.e.,
the position of the user) is presented. It uses short-range
technologies of mobile phones, to infer the collocation and
other correlated information that are the base for the recom-
mendations. In our domain we do not have such a type of
information, so we cannot compare with this algorithm.

Zhou et al. [16] propose a framework for users’ interest
modeling and interest-based user recommendation (meant as
people to follow and not as a friend), tested on the Yahoo! Deli-
cious dataset. Recommendations are produced by analyzing the
network and fans properties. Differently from this framework,
our algorithm produces friend recommendations.

In [1], a study about what cues in a user’s profile, behavior,
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and network might be most effective in recommending people,
is presented. As previously highlighted, we are interested in
producing recommendations only based on users’ content.

Liben-Nowell and Kleinberg [5] studied the user rec-
ommendation problem as a link prediction problem. They
develop several approaches, based on metrics that analyze the
proximity of nodes in a social network, to infer the probability
of new connections among users. Experiments show that the
network topology is a good tool to predict future interactions.
We aim at using more basic information and not graphs or
network topologies.

In [18], Arru et al. propose a user recommender system for
Twitter, based on signal processing techniques. The considered
approach defines a pattern-based similarity function among
users and makes use of a time dimension in the representation
of the users profile. Our algorithm is different because we aim
at suggesting friends while on Twitter there is no notion of
“friend” but it works with “people to follow”.

VI. CONCLUSIONS

This paper presented a friend recommendation algorithm
in the Social Bookmarking System domain as a means to
link users with similar interests. The goal was to infer users’
interests from content, making a selective use of the available
information and without using complex algorithms, hard to
apply to a real world scenario. As results show, our algorithm
produces accurate recommendations by using the tags and
the bookmarks used by users. We also explored the trade-
off between recommendation accuracy and user coverage and
observed that high values of similarity lead to low values
of coverage. A comparison with a state-of-the-art policy, that
considers only the tags, shows that the combined use of tags
and bookmarks leads to improvements with respect to this one.

Future work will focus on evaluating the accuracy of the
recommendations by using different metrics, like Precision
and Recall, that allow both to measure the amount of correct
recommendations and to evaluate the proposed algorithm from
new perspectives.
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