Design and Implementation of a Tool to Collect Data of a Smart City Through the TV
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Abstract — Smart City is the future of urban planning of the cities in the next generations. In Smart Cities, values are added to services, such as optimizing traffic and better use of energetic resources, generating a resource saving. These services are a result of a wide data collection from sensors or through crowdsensing. The objective of this work is to propose the development of a tool called PlugTV to collect information of citizens through the TV. The tool is composed by a Web component, implemented as a service, which allows data collection as a log from heterogeneous clients (TV, connected devices and sensors) and by a mobile component, implemented in an Android Mini-PC attached to the TV that allows data collection from the TV in a transparent way for the citizen, abstracting the dependency on a Digital TV middleware. In parallel, there is a gain of portability when it comes to IPTV providers because each Smart TV produces has its own platform of development and communication.
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I. INTRODUCTION

Seventy percents of the world population, i.e., 7.2 billion people are expected to be living in cities and surrounding areas by the year 2050 [1][2][3]. Cities are having more control on their political, technological and economic development due to growing urbanization. Parallel to it, they face a series of challenges and threats to sustainability in all their central systems, which need to be approached in a holistic way [4].

Washburn and Sindhu [5] affirm that cities are becoming “smarter” once governments, companies and communities rely more and more on technology to overcome the challenges of fast urbanization. What makes a “smart city” is the combined use of systems, software infrastructure and a network of interconnected devices – the so called smart computing technology – in order to connect better seven components and infrastructure services of the city: administration, education, health, public safety, real estate, transportation and public services.

A Smart City is instrumented and tracked by a group of sensors and devices that collect data in such a way they can dynamically measure the urban activities of the city, helping the infrastructure of them [6]. This is the role of the smart software in smart cities. In this scenery, the paradigm of the Internet of Things (IoT) is based on the identification and use of a great number of physical and virtual objects disposed in a heterogeneous way and connected to the Internet.

IoT is now a subject of intense research. Technologies of the IoT are being implemented in a great number of applications. In the scope of Smart City initiatives, systems based on IoT are playing an important role, allowing the use of network infrastructures to introduce or improve a variety of services for the citizens. A network sensor is a key element in the Internet of Things, therefore, a key element in the Smart City applications. A variety of data is collected through sensors distributed all over the city or through crowdsensing. Data collected include typical information about the traffic, energy consumption of houses and apartments, devices connected to the Internet, etc. These data are stored as logs and analyzed by mining techniques, transforming the information into services that may be useful for the lives of citizens. However, the cost to implement and maintain these sensors is considerably high. Dohler and Ratti affirm that citizens will be the living sensors of smart cities and the central systems of the city should be connected to them [7].

This article proposes the development of a tool called PlugTV to collect data of the urban environment of a city and information about the routine of the citizen through the TV and provide the information collected as raw data into more accessible data, delivering information of much aggregated value.

This paper is structured as follows: Section II discusses state of the art. Our tool, its uses and functionalities are described in section III, while section IV describes technologies applied. Our studies and future works are presented in section V and section VI provides concluding remarks.

II. BACKGROUND

A. Smart City

Smart Cities are those that use advanced technologies to find solutions for their problems and for the new demands of
What makes a city smart is the combined use of software, network infrastructure and client devices [6]. In the smart city, a variety of data is collected from sensors and people all over the city. These data include information about the traffic, energy consumption in houses and apartments, use of home appliances, etc.

Data are stored as logs and analyzed by advanced techniques of data processing, then used to aggregate value to services for a sustainable society.

According to Dirks and Keeling [8], the city is a like a system of systems. No system works in an isolated way; instead, there is an interconnecting net. For example, transportation, industry and energy systems are closely related – transportation and industry are the main users of energy. Connecting these systems will offer more efficiency for the sustainability in the long run. The connection between the water and energy systems is another example of the connections there are between systems. A substantial amount of electricity generated goes to the pumping and treatment of water. In Malta, for example, a new smart utility system will inform citizens and companies about the use of energy and water, allowing them to make better decisions on the consumption of resources.

### B. IOT

Internet of Things (IoT) and Cloud Computing are nowadays two of the most popular paradigms in Information and Communication Technologies (ICT) and should build the next computing era [9]. The IoT allows the communication between different objects, as well as the context of service innovation towards applications with greater aggregated value.

According to JIN et al [10], the network environment in IoT is strongly characterized by heterogeneity. Heterogeneous networks have a multi-service platform, providing different possibilities of services and applications. Cities are composed by a set of complex and heterogeneous systems of different kinds: infrastructure of civil engineering, ICT infrastructure, social media, financial networks, etc. All systems demand great management effort (tracking, reports and interventions) to guarantee the constant performance of relevant activities and services [11].

In 2008, the number of “things” connected to the Internet exceeded the number of people on Earth and by 2020 this number will exceed 50 billion things connected to the Internet, as seen in the following figure, presented by CISCO [12]:

As shown in Figure 2, the number of houses with TVs is three times higher in developing countries than in developed ones. When compared to the rest of the world, these numbers come to 1.3 higher. The discussed tool is extensible to treat heterogeneous data from different devices connected to the Internet, such as sensors, light, refrigerator, smart meters of water and energy, etc. The constant growth of the number of TVs in homes has motivated us to put the TV as the device used on this research for the proposed platform.

### C. Crowdsensing

Crowdsourcing is a new paradigm of managing information collection knowledge from a group of users, in order to execute complex tasks [13]. A well-known example of a crowdsourcing activity is Waze [14], one of the biggest traffic applications of the world based in a community.
III. PLUGTV

A. Architecture of the PlugTV

An application to collect data from the routine of the citizen through the TV is being developed. These data will be converted into useful service to the citizen. Figure 3 shows the general architecture of the PlugTV. Components of Figure 3 are the Smart City services, mobile component and WEB component, called PlugTVMobile and PlugTVRestful, respectively.

PlugTVMobile is implemented in an Android Mini-PC connected to the TV and it is responsible for collecting information from the routine of the citizen. When the TV is connected, the application creates an event via Broadcast notifying the change of status of the TV and this change is persisted through services disposed in the PlugTVRestful. Data will be converted into information such as: time when the citizen leaves home and arrives at work associated to the city such as: time the TV was turned on, latitude and longitude, gross domestic product (GDP), current manager, revenues, expenditures and transparent way to the citizen, collecting data such as: time the TV was turned on, latitude and longitude, information about the city such as Gross Domestic Product (GDP), current manager, revenues, expenditures and territorial area;

B. Characteristics of the PlugTV

PlugTV is a proposal of developing software to collect and process data of the routine of the citizen through the TV. Because this a software, the development of the tool is based on some essential characteristics, such as: (a) reliability; (b) performance; (c) maintainability; (d) safety; (e) flexibility; (f) testing facility; (g) portability; (h) reusability; (i) interoperability.

Besides comprehending these characteristics, the PlugTV aims to eliminate two issues found in the development of applications for TV, which are: (a) dependency on the communication between the application and the Digital TV Middleware and how to order the application in the carousel of data of the Digital TV providers; (b) existence of different platforms of application for Smart TV, since each manufacturer has their own SDK, which disables portability. With the use of PlugTV, these issues are abstracted, allowing an application to collect information through the TV and remaining in a RESTful server found in the clouds, without making these data go through the carousel of data. PlugTV makes this application work in any Smart TV, regardless the producer and IPTV patterns.

Data will be collected every time the TV is turned on, in a transparent way for the user, so they can be analyzed and converted into information useful for the citizen, connecting them to services offered by the city, for example: traffic information, climate change and better use of resources, such as energy.

C. Data Structure of the PlugTV

PlugTV manages 2 types of data: house data, collected by devices (e.g., Smart TV) and settings data, which can be classified the following way:

1. House settings: Contains information about the house and has two entities: City Entity and House Entity;

2. Device Settings: Has two entities – Device and DeviceType. Device is the real device installed in the house and DeviceType classified the kind of device connected;
3. **Person Settings:** Has two entities: Citizen and Logger. Citizen represents all the citizen information and Logger contains information of all the devices of the citizen and routine data collected by the application. Figure 4 illustrates the Diagram of Entity and Relationship of the PlugTV.

![Diagram of Entity and Relationship of the PlugTV](image)

**Figure 4.** Design of the PlugTV database.

IV. **TECHNOLOGIES APPLIED**

PlugTV was developed in two modules: the one called PlugTVRestful was developed in the Java EE7 Platform and it is disposed as a RESTful server, with a Jersey Framework as base; the second module was implemented in the Android platform, running in a Mini PC attached to the TV. In order to manipulate the exchange of information with the server, the API JSON was used.

The main objective of the following sub-items is presenting artifacts generated during the implementation of the PlugTV.

A. **Functional Requirements**

The main functional requirements of the PlugTV are: (a) generating a routine logger of the citizen through the TV; (b) visualizing the collected data; (c) exporting the collected data in different formats, for example: xml, json, html, text/plain; (d) automatic saving of the TV logger.

The automatic saving of the TV log consists in handling data that will remain on the Restful server, called PlugTVRestful. If the service that collects loggers is not available, data will be kept in the device to be synchronized after in the server.

B. **Non-functional Requirements**

Non-functional requirements refer to general features of the system, such as: safety, performance, distribution, maintainability and others. For the PlugTV, the following requirements were defined as non-functional: (a) Implementation using JAVA EE 7 to ensure portability; (b) Implementation using Android Version 4; (c) All API traffic should be over a secure connection using SSL; (d) Retrieved address and object information must be authenticated; Implementation of PlugTV Services

In order to provide services to be associated to services of smart cities, it was necessary to implement a services API of general use, including consultations to many data requests of the PlugTV. First, we are going to classify the types of service and their respective responses to requests. Services of the PlugTV were implemented as RESTful Web services and will be described after. Figure 5 presents the services and resources of the PlugTV.

![PlugTV services](image)

**Figure 5.** PlugTV services.

V. **EXPERIMENTAL EVALUATION**

This section discusses the method used to evaluate the proposed tool. In order to perform this analysis, two experiments were made, contextualized as tests. Two
servers were used to conduct the tests: the first representing the devices of the clients and the second representing the server, called SERVER1 and SERVER2 respectively.

SERVER1 was used to simulate users (TV) who send requests through the PlugTV tool. When it comes to the simulation of users, tests were recreated in the JMeter tool, version 2.3, a tool used to test the load in services offered by computer systems. This tool is part of the Jakarta project from the Apache Software Foundation. The computer called SERVER2, located in clouds, was responsible for hosting the web module PlugTV and process the requests sent by SERVER1.

Two tests called Test1 and Test2, respectively, were performed to contextualize the experiments. The first simulated requests only where no event from the city was set by the tool, for example, a traffic jam at the time the citizen eventually leaves the house. In the second test, for every request made to the tool, an event of the city was associated. The metrics selected to track the performance of the tests were: Times Over Time, Response Times Percentiles, Aggregate Graph.

The setting of the requests of the users was made through HttpRequest GET kind and configured as follows: Connect Timeout = 10.000(ms), Response Timeout = 10.000(ms). That is, if the request takes between zero and ten seconds to be opened or more than 10 seconds to be answered, this request is considered a defected one. The Path defined for the GET method described before follows the following format: /PlugTVRestful/logger/get/[request id]/.

A. Times Over Time

The objective of this metric is to measure the average time a request takes to be answered. That is, the time taken or the average delay between the start of a transaction and the results of it. These metrics are referenced and represented in JMeter by Times Over Time and Aggregate Graph.

In Test1, the user only sends his requests to module PlugTVRestful, which registers the logger of the TV. Since no event of the city was notified, an archive in the JSON format informs the logger was registered, unlike Test2. There, each request is associated to an event of the city, which besides sending the logger of the TV, an event associated to services of the city is signed, for example, traffic information, generating a JSON archive with information of the event.

In order to understand better the response time, the response time of each test is shown in Figure 6.

Percentiles are measures that divide the ordered sample (by ascending data order) in 100 parts, each one with a data percentage approximately equal. The k-th Pk percentile is the x value (xk), which corresponds to the cumulative frequency of N k/100, where N is the sample size. Equation (1) demonstrates how the percentiles are calculated. The percentiles of the response time for each test are described in Figure 7. With an average response time of 1.749,4ms, Test1 is in a percentile of 79,5%. It means that 79,5% of the requests have a shorter or equal time than/to the average. Similarly, Test2 is in the percentile of 69,2%, with an average response time of 4.180,3 ms.

B. Success and Failure Rate

The objective of this metric is to analyze the success and failure behavior in the requests measures in the tests.

In order to perform the tests in JMeter, a metric called Transactions per Second was used, where the requests were set to suppose there was a failure in case of the connection.
takes more than 10 seconds to be opened or more than 10 seconds to be answered. For Test1, 122,7 requests were successfully processed and 6,76 requests per second failed. For Test2, 114, 8 were successful and 23,20 failures, as the following figure 8 shows.

![Success and Failure Rate](image)

**Figure 8. Success and Failure Rate.**

VI. CONCLUSION

This paper proposed the development of a platform to integrate data of the urban space of a city with information on the routine of the citizen through a TV, in the context of the Internet of Things. The architecture is based on services and its objective is to provide information, abstracting the dependency of the communication of the TV with the Digital TV Middleware. For future works, the development and refining of the platform components, unit, integration and functional testing are expected. Another open question is increasing the number of devices connected to the tool, allowing a larger number of data. When it comes to data analysis, the development of a component that allows real-time analysis through techniques of Complex Events Processing (CEP) is desired.
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