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Abstract—Defect prediction requires intensive effort and includes operations which are focused on reducing the cost of software development. These operations involving the use of machine learning algorithms could produce wrong results originated from skewed or missing data. In order to increase the success rate of predictors, defect data sets are either pruned or duplicated. To address this problem, we observe the effects of the derivation of low level metrics using statistical methods in prediction performance. The performance of predictions are evaluated using 10-fold cross-validation on each data set. Experimental results obtained by using 15 data sets show that naive Bayes classifier improved values of Area Under the Curve (AUC) with the rate of 0.1 in average.
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I. INTRODUCTION

Properties of software codes vary depending on development processes, functional goals, and development constraints [1][2]. In order to comprehend this variety in depth, we should examine software behaviours and tendencies, in which versions of software changes, along with specific software metric models [3][4][5]. Developers need metric tables to advance their understanding of how software changes across it’s newer versions [6]. The standards, which were developed by McCabe and Halstead, are widely used ones while generating software metric tables [7][8]. These standards do not require an in-depth analysis in the structure of codes; however, the model presented by McCabe is more suitable than the others in the design level [9].

Metric tables of software components have a property that indicates the defect-proneness of software. Thanks to this property, a defect prediction can be conducted on the basis of binary classification. However, each data set has potential problems caused by noise or repeated data points that this issue reduces the success of prediction [10]. One of the mostly known problems in defect prediction is class-imbalanced data sets. In such cases, defects are generally intensified on specific parts of software so that the reliability of the prediction is not as desired. In this respect, it is rather difficult to determine a general bias about the software modules [11]. We have two ways to cope with class-imbalance: undersampling, and oversampling. Although undersampling is an efficient method, it causes the hiding of useful data. Likewise, oversampling may cause an unrealistic increase in the success of learning [12], [13][14].

In this study, we investigate metric derivation methods and its effects on defect prediction. Defect data sets consist of 15 data sets including NASA metrics data program (NASA MDP) and Softlab. The common feature of these data sets is that they were generated using McCabe & Halstead metrics. After adding some metrics to the data sets such as character count (cCount) and class size (cS), the variation recorded on the performance parameters such as accuracy and AUC was observed. Moreover, the relationship between low level and other metrics was strived for the exploration. The results obtained from the experiment show that the proposed method increased the success of prediction on 15 data sets in general.

The rest of the paper is organized as follows. Section 2 provides a background describing the relevant terms and approaches. Related works are mentioned in Section 3 and this section also discusses the distinctive aspect of our work when it is compared to similar works. The proposed approach is in Section 4. The results, we have obtained so far, are explained in Section 5. The novelty and the contribution of the paper are presented in Section 6.

II. BACKGROUND

Two types of learning are used in defect prediction: supervised and unsupervised learning. Supervised learning is the most commonly used technique [15][16]. It includes SVM, ANN, decision trees etc. Although unsupervised learning does not require a labelling on training data, supervised learning analyzes the data only labeled. Researchers generally want to see which supervised learning techniques are suitable for defect data sets to be predicted. Learning techniques also called predictors are to predict defect-proneness of modules for the next version of software.

Properties of code are prepared using a particular measuring standard namely metrics [17]. Even though researches published in last five years are focused on process metrics that yielded promising results [18][19], code metrics have some gaps that are worthy to explore [20][21]. One of them is
the reliability of defect data sets. As the defect data sets are generally prepared by combining all related developer’s comments, they may have missing or noisy data points. In order to cope with this problem, the data are re-sampled or reduced by using particular preprocessing techniques. SMOTE is one of the widely used sampling strategy for defect prediction [22]. However it is sensible to combine a sample reduction method with an over-sampling technique [23].

III. RELATED WORKS

One of the leading fields to explore static code properties is machine learning. Menzies et al.’s work, published in 2007, is a much cited work in this field [24]. This work stressed that the type of the metric set is more important than the selected predictor in the success of precision. The promising result of this work is that Bayes classifier showed better performance than J48 with the rate of 71%. Likewise, we have taken naive Bayes among performance measurement algorithms.

The framework developed by Song et al. showed that every data set may not be suitable for every prediction model [25]. This especially changes depending on the type of the data set. Using this result we can say that every learning method is not suitable for every defect data set. A two-phase prediction model was developed in Kim and Kim’s work [26], the reports considered as eligible were eliminated in the first phase and the prediction accuracy was obtained as 70%. This work also proved the importance of preprocessing in defect data sets.

One of the works which used NASA MDP data sets is Gray et al.’s work [27]. This work, especially focused on data cleansing, removed some properties of the metrics obtained from 13 data sets to be suitable for binary classification. Missing values were assigned to zero. The first of these results is that used data sets should be extended. Thus, we can determine whether the repeated data points are in general. Second, low level metrics should be used to detect repeated data. Third is the presence of the issues caused by the repeated data.

The studies above all use static code metrics to build a proper prediction model. However, the most relevant work to ours is Gray et al’s work which is explained in the preceding paragraph. This work and our work have similarities: they use the same experimental data sets and have claimed the importance of the use of low level metrics.

IV. PROPOSED APPROACH

NASA MDP and SOFTLAB data sets consisting of metric values that range from 21 to 40. Tests including ANOVA, t-test, and chi-square unveiled the relationship between characteristic properties of software defect data sets and adding to the data sets. 1. The extraction of particular preprocessing techniques. SMOTE is one of the widely used sampling strategy for defect prediction [22]. However it is sensible to combine a sample reduction method with an over-sampling technique [23].
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of 17186. Data sets, having skewed samples at a certain ratio, comprise 25 missing values. The experimental study has been tested by using the framework we have been developing. This framework is able to generate over the given codes and drives defect prediction with defect prediction algorithms.

The regression analysis results between class size and the other three metrics are illustrated in Figure 3. According to these results, a formula \( y = 0,5244x - 14,679, R^2 = 0,9453 \) has been found using CS-comment_loc. \( R^2 \) is close to one that verifies the consistency of the equation. When it comes to the relation of CS-Executable_loc, an equation is obtained as \( y = 9,5518ln(x) - 34,278, R^2 = 0,523 \). On the other hand, the effects of Code_and_comment_loc and unique_operand are close to the zero.

![Figure 3. Relations between Class Size and other metrics.](image)

Before the prediction, definitions including defect-prone or not-defect-prone property of software modules should be prepared. If a module does not include any defect and rightly biased then it is labeled as TN. In such cases if the module is wrongly biased then it is labeled as FP. If any module including defects is wrongly biased, labeled as FN. Last, if the bias and the prediction is the same for a defect-prone module, it is labeled as TP. Using these parameters, a table confusion matrix is organized as in Table 1. The success of the proposed method is compared to the others by benefiting the formulas defined in Listing 3.

<table>
<thead>
<tr>
<th>TABLE I. CONFUSION MATRIX</th>
</tr>
</thead>
<tbody>
<tr>
<td>REAL</td>
</tr>
<tr>
<td>nfp</td>
</tr>
<tr>
<td>nfp</td>
</tr>
<tr>
<td>fp</td>
</tr>
</tbody>
</table>

\[
Precision = TP/(TP + FP), \quad Recall = TP/(TP + FN) \tag{3}
\]

\[
TPR = (TP/TP+FN)*100\%, \quad FPR = (FP/FP+TN)*100\% \tag{4}
\]

\[
Accuracy = TP + TN/(TP + FP + FN + TN) \tag{5}
\]

Four classifiers including naive Bayes, Bayes, Random Forest and J48 have been used for the experiment. 10 fold cross-validation has been used along with 10 iteration. One of the evaluation parameters is AUC that is the indicator of the probability of false alarm versus the probability of detection.
On 15 data sets naive Bayes increased the AUC values in general with the rate of 0.1. Figure 4-Figure 7 show some results that explain the successes of the predictors both before the use of low level metrics and after. First, naive Bayes and RandomForest have increased the success of the prediction in all data sets except for the pc1. Second, Bayes has produced worse results than the other algorithms. Last, while the success of J48 on jm1 data set has been reduced, successes of the other algorithms have been increased. Figure 8 and 9 show the AUC values that measures testing reliability. Having low level metrics, remarkable improvement has been achieved on testing set as seen in Figure 9.

VI. CONCLUSION

Here, we want to discuss the use of low level metrics in defect prediction and present our approach based on least-square using metric relationships. Thus, extracting mathematical models of the metrics has raised some bias. The first results showed that the use of low level metrics has achieved an unprecedented success in NASA MDP and SOFTLAB data sets.

Low level metrics help us to better understand the details of software systems. However, the success of learning algorithms may not be improved with increasing count of the metrics at steady state. Furthermore, skewness of data sets should be fixed by exposing all data to a preprocessing. To gain better insight, we should develop a preprocessing algorithm which uses some tests such as ANOVA, t-test, and chi-square. In addition, the software, in which data sets are extracted, are coded by using various languages including C, C++, and Java. Therefore, the types of coding should be considered during the extension of metric tables.

The contributions of this paper can be summarized as follows: (i) proposed method for deriving low level metrics could shed new light to researchers in terms of valuable data sets that are not publicly available. (ii) metric relations change depending on the type of coding as in the range of ar3-pc1 coded with C programming language. (iii) using few samples does not produce consistent results such as ar3 data set having 64 samples.

Our current approach has been merely tried on NASA MDP and SOFTLAB data sets. Therefore, one of the purposes which will extend this study is the testing of the approach on other publicly available data sets. An important issue that could arise during the experiment is the ambiguous effects of repeated data points. In this respect, our future work aims to investigate the contribution of the low level metric in the detection of repeated data.
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