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Abstract—Product development time estimation is important for project management tasks. This study investigates the impact of requirements reuse on product development duration for different products in a similar domain. We propose an analytical tool to estimate the minimum time to be saved given the percentage of requirements reused from earlier projects. Empirical results of industrial case studies are used as inputs to this study. Three cases from different organizations have been studied for software and system development projects, which consist of hardware and software components. The results of the case studies are compared with a study in the literature on product development time. According to the industrial empirical results, a modified product development time estimation method is proposed for software projects.
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I. INTRODUCTION

In most organizations, project deliverables are generally systems that combine hardware and software components. For system projects, which include hardware and software components, software is becoming an increasingly significant constituent [1][2] and project management is accordingly becoming more complex.

Engineers working in these projects discover most of the problems at the integration phase. Isolation of the source of these problems at this stage can take time and this may affect the project duration. According to [3], 50% of total time and cost of a project is spent for testing. So, minimizing possible system faults at earlier stages will minimize the test efforts. Since most defects are found in the integration and test phases, these phases are generally stressful for developers and testers since they are responsible for correcting the defects. Therefore, reuse of the components created during each phase of different projects has an important role in eliminating the defects in the product, correspondingly reducing the engineering effort in the project.

This study focuses on reducing some of the sources of defects hence the product development time via requirements reuse. The motivation behind the reuse of requirements items from previous projects is that these are already validated and accepted by end users in previous projects. In this study, three case studies are presented to demonstrate the benefits of requirements reuse for a system project (containing both hardware and software) and a software product. In the literature, there are some studies on the reuse of some components and they have generally been performed for software code reuse. One of the contributions of the present study is to provide empirical results, which demonstrate the reduction of project duration due to requirements reuse for industrial products. Another contribution is to show that the product development time estimations proposed earlier in the literature for manufacturing industries [19] can be applied to system and software projects. We also propose a modification to the current formulation to represent software-based projects more accurately [19].

This paper is organized as follows. Section II briefly reviews the software product line literature, focusing specifically on product development time. Section III discusses the impact of requirements reuse in the context of industrial case studies. Section IV presents a modified product development time proposal. Section V concludes the paper and suggests future directions for reuse in project management.

II. RELATED WORK

This section reviews the literature on Software Product Line (SPL) and product development time.

A. Software Product Line

When reuse is applied in all stages of the product development cycle, this corresponds to the product line concept. The aim of the product line concept is to enhance the quality of the product and decrease the engineering cost. In the literature, there are many studies, which evaluate the establishment of software and system product lines in organizations [5][6][9][10].

The accepted SPL approach is based on two-life cycles, which are Domain Engineering (DE) and Application Engineering (AE). SPL mostly focuses on the DE activities [5], which create a common infrastructure for the related domain. On the other hand, AE is active when there is a new project. To produce a product, the required assets are selected from the common assets created by DE. For the remaining part of the product, new assets are created from scratch. Although SPL applies to all phases of projects life cycle, this study covers only the requirements definition phase. Thus, in the following
sections, requirements definition phase, which is a part of SPL, is studied.

B. Product Development Time

While preparing project proposals, little information is available concerning the development details. Before starting the development, it is important to have information about development time to estimate the cost of the project used for proposals.

In the literature, there is some information about the methods for estimating the duration for product development. Griffin [18] classifies the metrics, which affect the development time in four groups as:
- Changes during the product generation,
- The complexity of product,
- Whether a formal process is used in the organization, and
- Whether a cross functional team is used.

Changes in requirements have a considerable effect on the development workload ([11][20][21]). Therefore, it is important to define the requirements accurately to ensure minimum change during the development stage. The number of main functions the product performs gives the complexity of the product [19]. If organizations do not have formal development processes, the development time is higher compared to those with formal development processes. A study by Olson et al. [12] emphasizes that the use of a cross functional team is also an important parameter in increasing project performance.

Griffin [18][19] defines Development Time (DT) and Concept To Customer (CTC) as two separate parameters. DT begins from design up to the introduction to the customer and CTC begins with concept development and continues to specification definition until the introduction to the customer. Requirements engineering activities are covered within CTC. If DT is subtracted from CTC this will give the time spent for requirements engineering activities. DT and CTC formulations proposed for the manufacturing industries are given below [19].

\[
DT = \alpha + \beta_1DT \ast PC + \beta_2DT \ast NN + \beta_3DT \ast (PC \ast FP) + \beta_4DT \ast (NN \ast XFT) + \epsilon DT
\]  

(1)

\[
CTC = \alpha + \beta_1CTC \ast PC + \beta_2CTC \ast NN + \beta_3CTC \ast (PC \ast FP) + \beta_4CTC \ast (NN \ast XFT) + \epsilon CTC
\]  

(2)

where \(\alpha\) is the cycle time constant, PC and NN are product complexity and product newness/uncertainty, respectively. If NN value increases, the change probability on the product during the development also increases. FP and XFT show whether formal processes and cross functional teams are used, respectively. If formal development processes are not used, then FP=0. \(\epsilon\) is the error term. The unit of \(\beta_1\) and \(\beta_3\) are the months/function designed in the product. The unit of \(\beta_2\) and \(\beta_4\) are the months/percentage of change in the product. The estimation of the coefficients \(\alpha\) and \(\beta\), based on data collected from many companies, is given in Table I [19].

<table>
<thead>
<tr>
<th></th>
<th>(\alpha)</th>
<th>(\beta_1)</th>
<th>(\beta_2)</th>
<th>(\beta_3)</th>
<th>(\beta_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>8.4</td>
<td>4.2</td>
<td>0.09</td>
<td>-1.9</td>
<td>-0.09</td>
</tr>
<tr>
<td>CTC</td>
<td>10.4</td>
<td>3.7</td>
<td>0.16</td>
<td>0.1</td>
<td>-0.16</td>
</tr>
</tbody>
</table>

III. Problem Definition and Quantitative Data

The requirements phase will have the greatest impact on the subsequent steps in the project life cycle. If there are defects in the requirements phase, its negative effect is reflected on the later phases. Considering that 7-15% of the total project resources are used for requirements engineering [14][15], requirements-related phases of the development life-cycle should be realized as effectively as possible. Besides, the customer generally needs the product within the shortest possible time. This puts pressure on the project manager and engineers to find ways to shorten the project duration. This can be achieved by shortening the phases in the life cycle.

The requirements engineering stage can be shortened by effective reuse of requirements, which are generated at the initial step of the project. In the final step, test activities are performed to determine whether the system meets defined requirements. Once the system is accepted by the customer, all the requirements defined at the beginning of the project are tested and approved. So, reusing these requirements in other projects will enable easy acceptance of the same features in similar systems. This will increase the quality of the requirements and will reduce the project duration [8][13][22].

In the literature, there are many studies discussing guidelines for reuse but few compare project development time with reuse and without reuse. For example, Johnson [23] proposes a model, which integrates SPL with a software development environment; however, this study does not have measured results. Similarly, Catal and Diri [4] proposes a framework for software fault prediction in SPL but does not present an analysis due to the lack of fault data. There are several theoretical studies concerning software components reuse [6][7][8][16][17], but little research about hardware components. In the present study, the requirements engineering phase in software intensive systems projects is analyzed for two different organizations using a reuse approach. Following paragraphs present the quantitative data from these organizations. The results of the case studies are compared with the results of Griffin’s study [19]. Of the three case studies the first involved the reuse of the requirements for a system with hardware and software functionalities. The second and third cases involved the reuse of the requirements for software products. Cross functional teams are not used for the projects in these case studies.

A. Characteristics of the Case Studies

To analyze the product development time using the requirements reuse approach, it was intended to gather data from different companies and the requirements engineering phase would be analyzed for three different organizations. Data is collected with a joint effort of the project technical managers...
and the authors. Unfortunately, there were some difficulties in gathering data from different companies. First, organizations generally do not keep the project related data in a systematic way. To overcome this difficulty, some interviews with the project technical managers were undertaken and the related data were collected using related documents and organizational database. Second, even when metrics were kept systematically, the organizations would prefer not to release this data for external use.

The data collected in this study is quantitative ([24]). The necessary data to perform the case studies include the total number of requirements, the number of requirements reused from a previous project and the duration of the requirements definition phase. These data are presented in tabular format below (Table II, Table III, Table V, Table VI, Table VII, Table VIII, Table X, Table XI).

The project related data are derived from the responses to the questions given below, following the methods as described:

**Question 1:** Are there any similar products which can be in the same domain or are derivative products in the company?

**Method Used for Answering Question 1:** Discussions with different project technical managers from different companies are performed and the details of the projects are evaluated.

**Question 2:** Is there recorded data for the number of requirements for each project in the same domain?

**Method Used for Answering Question 2:** The System Requirements Documents for each project are used to obtain the necessary data.

**Question 3:** Is there recorded data for reused requirements?

**Method Used for Answering Question 3:** If the metrics are kept systematically, data is retrieved from organization database. If they are not kept in an organizational database, reused requirements are derived from the system requirements documents by technical personnel involved in the projects.

**Question 4:** Is there duration data for requirement definition phases?

**Method Used for Answering Question 4:** The enterprise resource planning systems of the companies are used to extract this data.

**Question 5:** What is the complexity level of the product to be studied?

**Method Used for Answering Question 5:** As defined in [19], the main functions of the products are defined to obtain the complexity level of the product with the help of technical managers of the projects. If there is critical technology to be developed within the scope of the product, this factor is also added to the complexity. For example, if the product has 4 main functions and includes 2 technological infrastructure developments, the complexity level is defined for this product as 6.

The data from the case studies are used for the following purposes:

- Deriving the realized duration for requirement definition phases of system products and software products,
- The comparison of durations for different projects in the same domain,
- Comparison of realized duration with the theoretically predicted product development time ([19])
- Separately analyzing the software products and system products,
- Definition of any necessary modification to product development time proposed in [19] if required.

Using Griffin’s study [19] and case studies data from current research, the following issues will be resolved at the end of this study:

- The product development time proposed in [19] was appropriate for system products which involve hardware and software components,
- But product development time proposed in [19] was not appropriate for software products,
- There was a need to modify the product development time prediction for more accurate estimations for software products.

**B. Case Study-1**

Project A1 and Project A2 in the same domain from Company A were analyzed. Some of the requirements of Project A1 have been reused in Project A2. Table II shows the number of requirements in Project A2. Project A2 had 183 requirements in total. 104 requirements of those were reused from Project A1. Remaining 79 requirements were created from scratch for Project A2. The realized duration for requirements engineering (RE) activities for both projects is given in Table III.

Change probability of 104 reused requirements was very low in Project A2, because they were tested, and approved by the customer previously. This implies that:

- 57% of total requirements (104 requirements) for Project A2 were almost fixed.
- 43% of total requirements (79 new requirements) could still be changed in Project A2.

By reusing the requirements, change probability in the product (NN) is minimized. While NN varies between 0% and 100%, by reusing the requirements it can be decreased in the range of 0% to 43% for Project A2. By using Griffin’s CTC formula (2), this situation indicates that for all possible changes in the requirements, the organizations would require an additional 16 months ($\beta_{2CTC} * NN = 0.16 * 100\%$) if requirements were not reused. On the other hand, the organization would only require an additional 6.88 months (0.16*43%) maximum when requirements were reused. So, change effect is reduced by 9.12 months for Case Study-1.

**Table II. Requirements Used in Project A2**

<table>
<thead>
<tr>
<th>Total # of Req. in Project A2</th>
<th>Req. of Project A1 Reused in Project A2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>183</td>
</tr>
<tr>
<td>Req. of Project A1 Reused in Project A2</td>
<td>104 (57% of Project A2)</td>
</tr>
</tbody>
</table>

**Table III. Duration Expended in Project A1 and Project A2**

<table>
<thead>
<tr>
<th>Project</th>
<th>Duration (months)</th>
<th>Possible Impact of Reuse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project A1</td>
<td>8</td>
<td>37% decrease in duration</td>
</tr>
<tr>
<td>Project A2</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>
To estimate the time spent for RE activities, the calculations of DT and CTC given in Appendix-A for 100% and 43% cases are performed using (1) and (2). 100% indicates that product requirements/features were totally new. 43% indicates the amount of new requirements, and is taken as the chance probability of the requirements. The complexity level of the product developed in the scope of Project A2 was taken as 6 based on the number of main functions the product has. Eventually, calculated time spent for RE activities is summarized in Table IV.

Even if the maximum change (43%) occurs in the requirements, there would be at least 22% decrease (from 18 months to 14.01 months) in the duration of RE activities. If the change in the requirements were less than 43% change, the improvement would be expected to be greater than 22%.

When this result is compared with the actual results of Case Study-1 in Table III, the change in the Project A2 shows agreement with these calculations. Griffin’s formulation predicts at least 22% reduction in duration, likewise a reduction of 37% (more than 22%) was obtained. Thus, formulations proposed by Griffin for the estimation of project duration applies for the system, which involves both hardware and software.

C. Case Study-2

For this case, three software projects from Company B were analyzed; Projects B2 and B3 used Project B1 as a baseline. Table V and Table VI show the number of requirements in Project B2 and Project B3. Project B2 had 376 requirements in total. 314 of those were reused from Project B1. Remaining 62 requirements were created from scratch for Project B2. Similarly, Project B3 had totally 323 requirements, 230 of those were reused from Project B1 and 93 new requirements were created. For the requirements engineering phase of both projects, the duration data are given in Table VII and Table VIII.

As shown in Table V, for Project B2:
- 84% of total requirements (314 requirements) were almost fixed and change probability of those was very low.
- 16% of total requirements (62 new requirements) could still be changed during the product cycle time.

Similarly for Project B3, as shown in Table VI:
- 71% of total requirements (230 requirements) were almost fixed and change probability of those was very low.
- 29% of total requirements (93 new requirements) could still be changed during the product cycle time.

When the requirements are reused, changes in product could be decreased in the range of 0% to 16% for Project B2 and 0% to 29% for Project B3. Using (2), if the requirements were not reused, the organizations would require an additional 16 months (0.16*100%). On the other hand organization would only require an additional 2.56 months (0.16*16%) maximum for Project B2 and 4.64 months (0.16*29%) maximum for Project B3 if requirements were reused.

Detailed calculations of DT and CTC are given for possible changes of 100%, 16% and 29% in Appendix-B using (1) and (2). 16% and 29% indicate those requirements, which were new and can be changed for Project B2 and Project B3, respectively. The complexity level of the products in Project B2 and B3 was taken as 3 again based on the number of functions in the software. By using the results of calculations, the time spent for RE activities is summarized in Table IX.

However, calculated results are not similar to the actual results of Case Study-2 in Table VII and Table VIII. The decreases in both Project B2 and Project B3 were 34% in real life. But Griffin’s formulation predicts at least 44% and 37% decreases in Project B3 and Project B4, respectively. This is explained and tackled in Section IV.

D. Case Study-3

Two software projects from Company A were studied as Project A3 and Project A4. In Project A4, some of the requirements from Project A3 were reused as well as some additional requirements included by the customer. Table X shows the number of requirements in Project A4. Project A4 had 342 requirements in total. 255 of those were reused from Project A3. For the requirements engineering phase of both projects, the data related to the duration are given in Table XI.

As shown in Table X, for Project A4:
- 75% of total requirements (255 requirements) were almost fixed and change probability of those was very low.
- 25% of total requirements (87 new requirements) could still be changed during the product cycle time.

By reusing the requirements, changes in product could be decreased in the range of 0% to 25% for Project A4.
Using (2), if requirements were not reused, the organizations would require an additional 16 months (0.16*100%), while the organization would only require an additional 4 months (0.16*25%) maximum for Project A4 if requirements were reused.

Detailed calculations of DT and CTC are given for 100% and 25% changes in Appendix-C using (1) and (2). The durations for 100% and 25% changes is summarized in Table XII. The complexity level of the product was defined as 5.

Again, these results are not similar to the actual results of Case Study-3 in Table XI. The decrease in the Project A4 was 25% in real life. But Griffin’s formulation predicts at least 32% decrease in Project A4.

The results of all case studies are tabulated in Table XIII.

IV. DISCUSSION

According to the empirical results of Case Study-1, Griffin’s formulation for product development time is validated for system projects. But, empirical results of Case Study-2 and Case Study-3 show that it is necessary to modify Griffin’s formulation for software projects. Software requirements may change more easily when compared to hardware requirements. The nature of software allows the customer to feel more comfortable while requesting changes. Thus, changes in software projects were more than expected. There are some decreases in project durations for Case Study-2 and Case Study-3, but these are less than what would be expected according to Griffin’s formulation.

Changes in product features, i.e., in requirements are denoted by NN (newness/uncertainty) variable in (1) and (2). NN variable in [19] should be re-evaluated for software projects as this parameter should have a more significant effect on the software product development time according to the case studies performed in the scope of this study. By referring to these case studies, if the effect of NN variable is multiplied by at least 2.1 but not more than 3.4 for the cases where the product is not totally new, the results of Griffin’s formulation show similarities with the real life results. Using a multiplier out of this range does not produce the realized results for the case studies. When the multiplication coefficient (referred as \( \delta \)) is chosen to be close to 3.4, the decrease in the duration is going to be smaller. For values larger than 3.4, the results are similar to the case where requirements are not reused at all. So, \( \delta \) is selected as 2.1 to see the best effect of requirements reuse. The projects for each case study selected from Company A and Company B are in the same domain and share the common requirements. Therefore, evaluations regarding the results of the case studies do not cover totally new products.

The modified versions of (1) and (2) are proposed as below. The duration estimations include the engineering efforts during the requirements engineering phases. Other departments such as marketing, finance etc. are not included in the scope of the case studies. Therefore, this modification assumes that a cross functional team is not used in the organizations.

\[
DT = \alpha + \beta_{1DT} \cdot PC + \beta_{2DT} \cdot \delta \cdot NN + \beta_{3DT} \cdot (PC \cdot FP) + \epsilon_{DT} \quad (3)
\]

\[
CTC = \alpha + \beta_{1CTC} \cdot PC + \beta_{2CTC} \cdot \delta \cdot NN + \beta_{3CTC} \cdot (PC \cdot FP) + \epsilon_{CTC} \quad (4)
\]

where \( 2.1 \leq \delta \leq 3.4 \).

Calculations for Case Study-2 of Company B are repeated in Appendix-D using (3) and (4). Equations (1) and (2) are used without any modification for the case when the product is totally new (NN=100%). Even if the maximum change (16%) occurred in the requirements for Project B2, the calculation indicates that there would be at least a 34% decrease in the duration (from 13.5 months to 8.85 months) of the RE activities. Real-life duration reduction, which was 34% as given in Table VII is in agreement with this result.

Similarly, if the maximum change (29%) occurred in the requirements for Project B3, the calculation indicates that there would be at least a 20% decrease in the duration (from 13.5 months to 10.76 months) of the RE activities. Consequently, real-life reduction of duration, which was 34% as given in Table VIII is in agreement with this result.

Similar calculations for Case Study-3 of Company A are performed in Appendix-E using (3) and (4). Again (1) and (2)
are used for NN=100%. Even if the maximum change (25%) occurred in the requirements for Project A4, the calculation indicates that there would be at least a 20% decrease in the duration (from 16.5 months to 13.17 months) of the RE activities. The actual reduction in the duration, which was 25% as given in Table XI is in agreement with this result.

Summarized results of Case Study-2 and Case Study-3 using proposed formulations are given in Table XIV.

V. CONCLUSION AND FUTURE WORK

The focus of this study is the reuse of requirements for different products in similar domains. The effects of requirement reuse for two different product types, one consisting of hardware and software, and the other purely software, have been investigated. For this investigation three case studies have been performed and their results have been compared with a theoretical study ([19]). It is very likely that different projects in the same domain have many common requirements and if these requirements were maintained and shared in a common database that employees could access, systems engineers would choose to use these requirements in different projects. In the context of such an opportunity, the product would be developed within a common understanding of the requirements. Besides, availability of applicable product development time estimations has an importance on the project management tasks. By using an applicable estimation model for industrial products, it should be possible to make project budget and resource allocation with minimum error. It might be difficult to work with minimum error at the beginning of the project with less information about the development details. From the case studies it is concluded that the proposed method [19] can be applied to system projects with hardware and software. However, it does not yield the same results with real-life software projects. This is because software requirements may change more easily when compared to hardware requirements. So, Griffin’s formulation is revised for the software products and proposed formulation has more effect for the change probability of the product.

A. Future Work

This study showed the effects of requirements reuse on project duration based on empirical results of the case studies in which the data are collected from industry. This study covers only the requirements analysis phase. In terms of the future work, the duration can be further reduced by investigating reuse in the other phases of the project life cycle.

To enhance the validity of the $\delta$ value in proposed method, additional case studies can be performed. The effect of reuse can also be studied for the organizations in which cross functional teams are used.

APPENDIX

A. Calculations for Case Study-1

\[
C_{TC100} = 10.4 + 3.7 \times 6 + 0.16 \times 100\% + 0.1 \times 6 = 49.2 \text{ months}
\]

\[
C_{TC43} = 10.4 + 3.7 \times 6 + 0.16 \times 43\% + 0.1 \times 6 = 40.08 \text{ months}
\]

\[
D_{T100} = 8.4 + 4.2 \times 6 + 0.09 \times 100\% - 1.9 \times 6 = 31.2 \text{ months}
\]

\[
D_{T43} = 8.4 + 4.2 \times 6 + 0.09 \times 43\% - 1.9 \times 6 = 26.07 \text{ months}
\]

The time spent for requirements engineering is:

\[
C_{TC100} - D_{T100} = 49.2 - 31.2 = 18 \text{ months}
\]

\[
C_{TC43} - D_{T43} = 40.08 - 26.07 = 14.01 \text{ months}
\]

B. Calculations for Case Study-2

\[
C_{TC100} = 10.4 + 3.7 \times 3 + 0.16 \times 100\% + 0.1 \times 3 = 37.8 \text{ months}
\]

\[
C_{TC16} = 10.4 + 3.7 \times 3 + 0.16 \times 16\% + 0.1 \times 3 = 24.36 \text{ months}
\]

\[
C_{TC29} = 10.4 + 3.7 \times 3 + 0.16 \times 29\% + 0.1 \times 3 = 26.44 \text{ months}
\]

\[
D_{T100} = 8.4 + 4.2 \times 3 + 0.09 \times 100\% - 1.9 \times 3 = 24.3 \text{ months}
\]

\[
D_{T16} = 8.4 + 4.2 \times 3 + 0.09 \times 16\% - 1.9 \times 3 = 16.74 \text{ months}
\]

\[
D_{T29} = 8.4 + 4.2 \times 3 + 0.09 \times 29\% - 1.9 \times 3 = 17.91 \text{ months}
\]

The time spent for requirements engineering is:

\[
C_{TC100} - D_{T100} = 37.8 - 24.3 = 13.5 \text{ months}
\]

\[
C_{TC16} - D_{T16} = 24.36 - 16.74 = 7.62 \text{ months}
\]

\[
C_{TC29} - D_{T29} = 26.44 - 17.91 = 8.53 \text{ months}
\]

C. Calculations for Case Study-3

\[
C_{TC100} = 10.4 + 3.7 \times 5 + 0.16 \times 100\% + 0.1 \times 5 = 45.4 \text{ months}
\]

\[
C_{TC25} = 10.4 + 3.7 \times 5 + 0.16 \times 25\% + 0.1 \times 5 = 33.4 \text{ months}
\]

\[
D_{T100} = 8.4 + 4.2 \times 5 + 0.09 \times 100\% - 1.9 \times 5 = 28.9 \text{ months}
\]

\[
D_{T25} = 8.4 + 4.2 \times 5 + 0.09 \times 25\% - 1.9 \times 5 = 22.15 \text{ months}
\]

The time spent for requirements engineering is:

\[
C_{TC100} - D_{T100} = 45.4 - 28.9 = 16.5 \text{ months}
\]

\[
C_{TC25} - D_{T25} = 33.4 - 22.15 = 11.25 \text{ months}
\]

D. Calculations for Case Study-2 according to the proposed formulation ($\delta = 2.1$)

\[
C_{TC100} = 10.4 + 3.7 \times 3 + 0.16 \times 100\% + 0.1 \times 3 = 37.8 \text{ months}
\]
\[ CTC_{16} = 10.4 + 3.7 \times 3 + 2.1 \times 0.16 + 16\% + 0.1 \times 3 = 27.18 \text{ months} \]
\[ CTC_{29} = 10.4 + 3.7 \times 3 + 2.1 \times 0.16 + 29\% + 0.1 \times 3 = 31.54 \text{ months} \]
\[ DT_{100} = 8.4 + 4.2 \times 3 + 0.9 \times 100\% - 1.9 \times 3 = 24.3 \text{ months} \]
\[ DT_{16} = 8.4 + 4.2 \times 3 + 2.1 \times 0.09 \times 16\% - 1.9 \times 3 = 18.33 \text{ months} \]
\[ DT_{29} = 8.4 + 4.2 \times 3 + 2.1 \times 0.09 \times 29\% - 1.9 \times 3 = 20.78 \text{ months} \]

Time spent for requirements engineering is calculated as:
\[ CTC_{100} - DT_{100} = 37.8 - 24.3 = 13.5 \text{ months} \]
\[ CTC_{16} - DT_{16} = 27.18 - 18.33 = 8.85 \text{ months} \]
\[ CTC_{29} - DT_{29} = 31.54 - 20.78 = 10.76 \text{ months} \]

E. Calculations for Case Study-3 according to the proposed formulation (\( \delta = 2.1 \))
\[ CTC_{100} = 10.4 + 3.7 \times 5 + 0.16 \times 100\% + 0.1 \times 5 = 45.4 \text{ months} \]
\[ CTC_{25} = 10.4 + 3.7 \times 5 + 2.1 \times 0.16 \times 25\% + 0.1 \times 5 = 37.8 \text{ months} \]
\[ DT_{100} = 8.4 + 4.2 \times 5 + 0.9 \times 100\% - 1.9 \times 5 = 28.9 \text{ months} \]
\[ DT_{25} = 8.4 + 4.2 \times 5 + 2.1 \times 0.09 \times 25\% - 1.9 \times 5 = 24.63 \text{ months} \]

Time spent for requirements engineering is calculated as;
\[ CTC_{100} - DT_{100} = 45.4 - 28.9 = 16.5 \text{ months} \]
\[ CTC_{25} - DT_{25} = 37.8 - 24.63 = 13.17 \text{ months} \]

ACKNOWLEDGMENTS

The authors would like to thank the companies who have contributed the necessary data for the case studies to complete this work.

REFERENCES