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Abstract—Survivability in networks has always been an impor-
tant issue and lately becomes for network virtualization. Network
virtualization provides to run multiple virtual networks on a
shared physical network. Since a failure in the physical network
can affect several virtual resources, therefore, the survivability
has to be considered in the embedding of the virtual resources.
In this paper, we present a survey on the survivable virtual
network embedding problem and different approaches to solve
this problem. The different approaches and algorithms are
evaluated on their type of survivability.
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I. INTRODUCTION

Network virtualization is receiving more and more attention
lately. It is the sharing of physical resources by subdividing a
physical node or link into many virtual nodes or virtual links.
Network virtualization is a technology which allows a service
specific (virtual) network to be embedded onto a substrate
network in a dynamic way. Using end-to-end virtualization it
will be possible to create various service specific networks
within one operator’s network. The network can be tailored
to the specific needs of a service with respect to topology,
routing or QoS.

Multiple configurations of the virtual networks maybe cre-
ated over the same physical setup. Some configurations may be
more efficient than others in terms of different requirements
such as, optimal use of physical resources, maximizing the
revenue and/or minimizing the power consumption. The cal-
culation of the effective allocation of the physical resources
among the virtual network requests is known as the virtual
network (VN) embedding problem. Since multiple virtual
networks can share the physical resources of the underlying
substrate, even a single failure in the substrate can affect a
large number of VNs and the services they offer. Thus, the
problem of efficiently mapping a VN to a substrate while guar-
anteeing the VNs survivability in the event of failures in the
substrate becomes important. Many different basic solutions
for embedding VNs are existing [1][2][3][4], however, the
survivability issue in the VN embedding is not considered in
these works. These algorithms are assuming that the substrate
network after the embedding is operational at all times and
ignoring the possibility of substrate link/node failures.

Link failure survivability problems and survivable routing
have already been investigated for optical [5] and multi-
protocol label switched (MPLS) networks [6]. However, the

problems studied there are an offline version or assume the
traffic demand matrix has been available in advance which is
not the case in virtual network embedding.

In this paper, the focus is on survivable Virtual Network
Embedding problem and solutions. The remainder of this
paper is organized as follows. We first describe general and
survivable Virtual Network Embedding problem in Section
II. In Section III recent algorithms for solving the survivable
Virtual Network Embedding problem are evaluated. Section IV
and V gives a discussion on the algorithms and a conclusion.

II. THE SURVIVABLE VIRTUAL NETWORK EMBEDDING
PROBLEM

A. The Virtual Network Embedding Problem

The virtual network (VN) embedding problem deals with
finding a mapping of a virtual network request onto the
substrate network/physical network. When an operator wants
a Virtual Network (VN) to offer a specific service to his
customers and he sends a VN request to a Virtual Network
Provider (VNP). The VNP requests resources which meet the
requirements of the VN request from the Physical Infrastruc-
ture Provider (PIP), who owns the substrate network/physical
network, for the VN creation.

The substrate network/physical network is presented as a
graph GS = (NS , ES) where vertices NS represent the
substrate nodes and edges ES represent the links between
nodes in the network. Both substrate nodes and links have
constraints. Node constraints can be CPU, RAM, geographical
location, etc. Link constraints can be bandwidth, delay, etc.

The virtual network request consists of virtual nodes and
virtual links, which is also described by a graph GV =
(NV , EV ) with constraints that describes the requirements of
the virtual nodes and links. The mapping of virtual nodes and
links onto the substrate network is realized by an embedding
algorithm.

The objective of the VN embedding is to find an effective
and efficient embedding algorithm for the VN request. Em-
bedding has been proven to belong to the NP-hard category
of problems in [1][7]. Three approaches are commonly used
to solve a heuristic for the embedding problem: backtracking
[4], simulated annealing [8] and approximation algorithms [9].

The VN embedding problem can be divided into two
separate problems:
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a) Node mapping:

NV 7→ NS (1)
One virtual node needs to be mapped to exactly one

substrate node, which satisfies the resource requirements of
the virtual node (equation (1)). The node mapping problem
is still a NP-hard problem, similar to the multi-way separator
problem [1][7]. For node mapping, greedy methods [1][2] are
often used.

b) Link mapping:
EV 7→ PS (2)

PS is denoted as the set of all loop-free paths of substrate
network. A virtual link between two virtual nodes can be
mapped on a substrate path, which could consists one or
multiple substrate links (equation (2)). For this problem, (k-)
shortest path [2] or multi-commodity flow algorithms [10] are
used.

B. The Survivable Virtual Network Embedding

1) Types and characteristics of failures: Survivable virtual
network embedding deals with failures in the substrate and
virtual network. The challenges to be considered are link and
node failures, which have to be backed up before the failure
or recovered after failure. Failures can occur at different layers
in the network. For example at the physical layer, a fiber cut
may cause a physical dis-connectivity. In [11], it is shown
that 20 % of all failures in an IP backbone are resulting from
maintenance activities. About 53 % of the unplanned link
failures are due to router-related [11]. In a network, single
and also multiple failures can occur. The single failure case
happens more often than multiple simultaneous failures. The
study [11] states that about 70 % of the unplanned link failures
are single link failures. A study [12] about network-related
failures in data centers found out that link failures happen
about ten times more than node failures per day. Usually node
failures are due to maintenance [12].

2) Survivable failure methods: There are two main sur-
vivability methods: protection and restoration [5]. Failure
protection is done in a proactive way to reserve the backup
resources before any failure happens. Reactive mechanisms,
which are called restoration mechanisms, react after the failure
occurs and start the backup restoring mechanism. However,
some data loss is possible in the reactive case. There exist
two kinds of backups for the protection scheme: dedicated
backup or shared backup. In shared backup, the resources for
the backup may be shared with other backups. In the dedicated
case the backup resources are not shared for other backups.

Failures in the virtual network can be repaired through re-
instantiation of the failed virtual network element (link or
node) on the same substrate elements or some other suitable
substrate elements. Failures in the substrate network require
more effort to be restored or backed up, since sharing the
substrate can affect several virtual resources. For substrate
node failure, the virtual node or nodes has to be migrated
to some other substrate nodes. For substrate link failure, a
backup path over different substrate links has to be found,
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Figure 1. Survivable virtual network (VN) embedding

which can be done with a link or path based method. Link
based methods means that each primary link is backed up by
a pre-configured bypass path. In the path based methods, each
end-to-end primary path is backed up by a disjoint path from
the source node to the destination node.

The task is to embed a virtual network that can deal with
virtual and substrate network failures in a way, that after the
failure, the virtual network is still operating. The failure and
the fixing/recovery should be transparent to the users of the
virtual network.

One possibility can be to extend the virtual network graph
with backup nodes NB and backup links EB (equations (3))
and embed the extended graph GV

B . The backup links EB are
links between backup nodes and working nodes.

GV
B = (NV ∪NB , E

V ∪ EB) (3)
In the survivable mapping, virtual nodes of one virtual

network should not be mapped on the same substrate node.
Due to the fact, that a possible failure of this substrate node
could affect several virtual nodes. For links, different virtual
links should use distinct paths in the substrate network.

Figure 1 (a) shows a mapping (dashed lines) of a virtual
network (upper graph) onto a substrate network (lower graph).
After embedding, a substrate node and link failure (represented
by crosses) occur. The failed node has mapped the virtual node
a, which need to be remapped. The substrate link failure is on
the substrate path for the virtual nodes b and c. A possible
re-embedding of the virtual network on the substrate after the
failure is drawn in Figure 1 (b), where virtual node is migrated
to a new substrate node and the links are re-embedded for the
migrated node and the failed substrate link.

III. ALGORITHMS FOR THE SURVIVABLE VIRTUAL
NETWORK EMBEDDING

This section discuss existing algorithms and methods for
survivable/resilient virtual network embedding for link or node
failures.

A. Survivable VN Embedding against Link Failures

The following algorithms embed VN against links failures
in the substrate network.

1) Link restoration and protection methods: In [13], a
reactive backup mechanism to protect against a single substrate
link failure for VN embedding is proposed. The idea is a fast
rerouting of the links and to reserve bandwidth for backups
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on each physical link. The polynomial time heuristic consists
of three parts. Before any VN request arrives, backup paths
for each substrate link are calculated with a path selection
algorithm. Then node and link embedding is done for the
arriving request with an existing embedding algorithm. When
a substrate link failure occurs, the calculated backup paths are
used to reroute the bandwidth of the affected link using their
reactive online optimization mechanism. The optimization goal
is to maximize revenue for the PIP. This backup mechanism is
a restore approach, therefore after a failure it cannot guarantee
100 % recovery. In cases that the bandwidth resources are used
for new VN requests, there may be not enough resources left
for the recovery. With increase in traffic load, a failure can
cause a big amount of data loss and the backup mechanism
may not restore the VN.
Authors in [14] also investigate the problem of shared backup
network provision for a single substrate link failure for VN
embedding. In their solution, a link based backup approach
is used to protect against the link failure similar to [13].
Two schemes are proposed: In Shared On-Demand approach,
bandwidth resources are allocated to the primary flows and
to restoration/backup flows when a new VN request arrives.
Bandwidth sharing is possible for the restoration flows, how-
ever, not for the primary flows. After every VN embedding, the
residual resource information needs to be updated. In Shared
Pre-Allocation approach, backup bandwidth for each substrate
link is pre-allocated during the configuration phase before
any VN request arrives. Since the bandwidth pre-allocation
only needs to be done once and not for every VN request,
there is less computing done during the VN embedding phase.
The overall optimization is to maximize the revenue for the
Infrastructure Provider through accepting most VN requests.
Advantage to the previous algorithm [13] is that the backup
bandwidth is already allocated before the failure happens and
not after the failure. Disadvantage of the Shared Pre-Allocation
approach is that backup bandwidth is reserved independent of
the VN requests and may not be used at any time if few VN
requests arrive.

2) Path protection methods with node migration: In [15],
the problem of survivability for link failure is tried to solve
with optimizing the networking and computing resources to
tolerate link failures through a node migration technique.
Instead of backing up the each primary link like in [13] and
[14], each end-to-end primary substrate path is protected by
a backup path. Their approach, migratory shared protection,
migrates and maps a VN node to another substrate node to
increase the resource efficiency when a failure occurs. The
relocated node should need less backup path length to the
destination node than before the migration and save resources.
All VN links connected with the migrated VN node have to
be remapped, and the backup links must be link-disjoint to the
primary links. The re-established paths from the new migrated
node form a tree: the migratory backup tree. The survivable
mapping solution with migratory protection includes: an one-
to-one node mapping from the VN nodes to the substrate
nodes, a mapping of each VN link to a primary path from

the original source node to the original destination node and
a mapping of each VN link to a link-disjoint backup path
or migratory backup tree. For this protection method, intra-
share can be applied, that means sharing resource among
the migratory backup tree and the corresponding migrated
primary paths. Also inter-share is possible that means sharing
of backup resources between different backup paths. Migratory
shared backup tree is only calculated to improve performance
of the traditional backup protection or if no traditional link-
disjoint backup path can be found. The optimization goal is to
minimize the sum of the computing and bandwidth resource.
However, the cost of less bandwidth resources cannot be
compared to the cost of a node migration, since node migra-
tion costs are considered higher. Compared to the traditional
backup protection where only one path needs to be migrated
in their approach several links and at least one node need to
be migrated.

3) Path protection methods with QoS: A mechanism,
named QoSMap, attempting to consider both quality of service
(QoS) and resiliency in constructing VNs over a substrate
network is presented in [16]. Its aim is to map a QoS-specified
overlay onto the substrate network using direct paths between
nodes that are pre-selected possible candidates. Nodes with
higher quality are selected first. Node quality depends on
the average backup paths that a substrate node can provide.
Path resiliency is provided by constructing alternate backup
paths via one intermediary node that could be additional
underlying nodes or selected hosting overlay nodes. However,
the substrate topology is not considered when selecting backup
paths. It could be possible that disjoint overlay paths share
common substrate links or nodes. There is also high degree
of overlap for working and backup paths in the mapped
solution. They might fail together if they share common point
of failures. It may not always be possible to find direct backup
paths. Since QoSMap uses direct paths, back-tracking in the
algorithm is required to find these (backup) paths. This may
take exponential time and affect scalability of the algorithm.
The authors in [17] formulate and solve the previous QoS
and resilience mapping problem [16] with an Integer Linear
Program (ILP). Since the heuristic QoSMap solution [16]
cannot guarantee the best QoS performance, due to sequential
and heuristically node selection, a mathematical formulation is
used to achieve a optimal solution. A simplified topology, that
contains the candidate nodes connected for the mapping of
the request, is constructed from the substrate network. This
logical topology enables the mapping of the request with
reduce in computational complexity. In the logical topology,
the links between the candidate nodes are calculated using
the shortest path first routing and considering the overlay
delay requirements. The object to optimize is to minimize the
delay and the number of additional substrate nodes used for
backup path mapping for the overlay links. The ILP considers
the substrate topology and assure working and backup paths
avoiding link overlaps in the substrate network. Therefore,
multiple overlay link failures caused by a single substrate link
failure should be reduced.
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In [18] a heuristic is developed for the previous ILP [17]. This
heuristic improves the QoSMap heuristic [16] by considering
the substrate topology information in the mapping procedure.

B. Survivable VN Embedding against Node Failures

The following different approaches try to embed VNs with
backup for virtual nodes and protections against node failures
in the substrate network.

1) Two-step approaches: In [19], a two-step paradigm to
fully recover a VN from facility node failures is presented. The
first step is to construct a graph of the VN request with backup
virtual nodes and links, and then this enhanced VN request
has to be mapped onto the substrate network. Two solutions
are proposed: the 1-redundant scheme and the K-redundant
scheme. A 1-redundant solution is a reliable VN graph with
one redundant virtual node (backup node) and redundant
connections, which is then mapped onto the substrate network.
Assuming only single failure, the backup node of a certain
virtual node can also be used as backup of some other virtual
node for resource sharing. For the mapping, it can share the
physical link resources when mapping them onto the substrate
network (backup share) and also share the bandwidth link
resources between the original working path and its associated
backup path (cross share). In the K-redundant solution, a K-
redundant reliable VN graph is designed, in which each critical
node is permitted to have a corresponding backup node. The
optimization objective is to minimize network resource costs.
However, this approach may fail to provide a joint optimization
for the allocation of both the active and backup resources. In
worst case, there need to reserve a backup node for every
critical node and links to every neighbor node.
Another two-step method is presented in [20] for surviving
single facility node failures. This approach designs the en-
hanced VN with a failure-dependent strategy, instead of a
failure-independent strategy like in the previous one [19]. It
manages to further reduce the needed virtual resources and,
therefore, less allocated backup resources compared to failure-
independent strategy. The idea is that, when node i fails, the
role of node i may be replaced by any other nodes after a
rearrangement of all the nodes (including the backup node(s))
using graph transformation/decomposition and bipartite graph
matching. The disadvantage of this approach is that the large
amount of possible migrations of working nodes after a failure
makes the approach less applicable in large networks.

2) Node protection for regional failures: In [21], an ap-
proach for solving the problem of survivable VN mapping
for single regional failures in a federated computing and
networking system is presented. In a federated computing
and networking system, facility nodes from a data center are
interconnected. These facility nodes need to be backed up to
achieve a survivable VN mapping. Their approach is based on
the assumption, that the number of distinct regional failures
is finite in a specified geographical area and that a regional
failure refers to a set of substrate nodes and links, which
is in the same shared risk group. The proposed approach
first solves the non-survivable VN mapping problem with a

heuristic and extends this heuristic to handle the survivable
VN mapping problem. Two failure dependent survivable VN
mapping algorithms are developed. The Separate Optimization
with Unconstrained Mapping (SOUM) decompose problem
into separate non survivable problems for each possible re-
gional failure plus one for the initial working mapping of the
VN request. Each problem is mapped in a way that the costs
of the used resources are minimized. The other approach, In-
cremental Optimization with Constrained Mapping, maps first
the initial working mapping and then handles each regional
failure after another. Compared to the SOUM, the additional
computing and networking resources, that are needed to handle
the failure, are tired to minimize. With this strategy, the
mapping of unaffected virtual nodes is not changed. The
disadvantage of SOUM is the re-calculating virtual mapping
of unaffected nodes, which results in more costs and more
time to be calculated.

3) Node protection with location-constraint: The Location-
constrained Survivable Network Embedding (LSNE) problem
to protect against any single facility node failure is investigated
in [22]. The location constraint of a virtual node is considered
for its backup node. The goal is to map the VN with minimum
resources while satisfying the bandwidth constraints for the
links and capacity constraints for the nodes including meeting
the location constraints for the primary and protection node.
The idea is to construct a graph with the virtual and substrate
graph in one graph. Thereby, each virtual node is connected
to some candidate substrate nodes, which satisfy the location
and capacity constraints. This problem is formulated as an
ILP framework and for large scale a heuristic algorithm
is developed. The heuristic algorithm (sequential survivable
embedding algorithm) is based on the decomposition of the
LSNE problem. First the VN request is mapped with an
existing embedding algorithm and then the backup request is
mapped.

4) Backup node sharing with reliability: Authors in [23]
tried to recovery from both substrate node and link failures
while minimizing backup resources through pooling. Further
a relationship between reliability and the amount of redundant
resources is tried to be found. Redundant (backup) virtual
servers are created dynamically and are pooled together to be
shared between VNs to assure the requested reliability level.
The higher the reliability level, the higher number of backup
nodes needed. It is possible to share the backup nodes such
that the total number of backup nodes is lower than each
VN separately has their own backup nodes. Every backup
node can be a standby node for all other critical nodes. With
the Opportunistic Redundancy Pooling (ORP) mechanism,
backup nodes can be shared between VNs as long as the
reliability of every network is satisfied. The ORP shares these
redundancies for both independent and cascading types of
failures. Therefore, VNs with different reliability guarantees
can be pooled together and it is flexible in adding or removing
VNs to the exciting ones.

5) Node protection in data centers: An optimization frame-
work for the survivable virtual infrastructure mapping in virtu-
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alized data centers is presented in [24]. Multiple correlated Vir-
tual Machines (VMs) and their backups are grouped together
to form a Survivable Virtual Infrastructure (SVI) for a service
or a tenant. The aim is to minimize the backup resources
(number of active servers and needed bandwidth) while guar-
anteeing no-disruption no-degradation fail-over. This problem
is similar to the VN embedding problem, however, multiple
VMs are allowed to be placed on a common server to
minimize the number of active servers. An additional goal is
to minimize the total reserved bandwidth. This problem of a
SVI can be divided in the VM Placement (VMP) and Virtual
Link Mapping (VLM) Problem that can be solved separately.
For the Virtual Machine Placement subproblem, an efficient
heuristic algorithm (back tracking) based on Depth First search
is designed. For each VMP solution, the Virtual Link Mapping
subproblem is calculated using a Linear Program (LP)-based
algorithm (LP-VLM). Further an algorithm to jointly solve
the two subproblems at the same time is developed. This joint
mapping algorithm determines a server pair for each virtual
link and allocates the bandwidth between with a LP and after
that solves the LP-VLM. For the VMP problem, quite a large
number of possible solutions are calculated, even when it is
restricted, and again for all the possible VMP solutions, the
VLM must be calculated. This results into high computing
overhead for large networks and not guaranteeing to get always
closed to the optimum.

C. Distributed Survivable VN Embedding

In all the previous approaches, the survivable VN embed-
ding is done by centralized entity. In [25], an adaptive VN
embedding framework is proposed for a distributed survivable
VN mapping algorithm, without a centralized controller. The
proposed system is distributed and based on agents, which
monitor physical elements. Agents detect failures and change
the VN allocation to maintain the constraints of each VN. The
fault-tolerant embedding algorithm can handle three resource
failures: virtual node, substrate node and link failure. When
a virtual node failure is detected by a substrate agent, a new
virtual node has to be created on the same substrate node or on
another substrate node. When a substrate node fails, alternative
nodes have to be found and the affected virtual nodes and links
have to be migrated. For link failure, the agent substrate nodes,
which are connected to this link, try to find an alternative
link or path. The embedding algorithm also monitors the
bandwidth in the substrate nodes, therefore, can recognize
congestion or overload in the substrate links. When a failure
occurs the distributed embedding algorithms works following:
If a substrate node agent detects a node failure, it sends a
failure notification message to all substrate agents in the same
cluster. All agents receiving this message check if they can
host the node. Each agent calculates dissimilarity metric to
compare their similarity to requested node. The substrate node,
which metric is minimal, will be used. The last step is to
map the virtual links to the substrate paths between substrate
nodes using a distributed shortest-path algorithm [26]. For link
failures only the last step need to be done.

IV. DISCUSSION

In summary, Table I presents a comparison of the embed-
ding algorithms presented in this paper.

A. Limitation of Previous Work

The approaches are mostly protection methods for link
or node failures, which reserve/backup before any failure
happens. Restoration methods like in [13] may need less
reserved bandwidth compared to protection methods, however,
it cannot provide against a possibility of data loss during the
failure. Most works focus on single substrate failure. Types
of failures are single link, single facility node and single
regional failures in the network. They assume that the network
failures are independent from each other and only one failure
happens at a time. In [21], a single regional failure which
destroys more than one facility node is addressed. Several
approaches [15], [16] uses path protection against link failures
which could provide bandwidth saving over link protection.
However, path protection is more vulnerable to multiple link
failures than link protection. Shared protection for the backup
links or nodes is also part of some approaches [14], [15], [19]
which saves resources over dedicated protection, however, it is
more vulnerable to multiple link failures. Also none of them
deal with node and link failure occurring at the same time.
They only focus on link backup or node backup with the
concerned links. However, combining node and link failure
for survivability in the network is also important.

The approaches focus on solving the survivable embedding
problem in a single PIP environment. At least in [21] a
federated computing and networking system is considered.

The main objective for optimization of the presented ap-
proaches is maximizing the revenue while minimizing the
total cost through minimizing the redundant resources. Each
substrate resources like bandwidth or computing resource has
a unit cost. The total cost is the sum of all resource costs of
the used substrate resources.

B. Open Research Issues

Multiple node or link failures occur at the same time in the
network and the correlations between node/link failures are
not addressed in any approach. Further work could be done to
extend the existing heuristics/algorithms to deal with multiple
link or node failures and to combine link and node protection
or migration methods.

Survivability in a multi-domain VN environment could
have new challenges for inter and inter domain link failures.
Multiple simultaneous inter-domain and intra-domain failures
could require to develop new mechanism than for single
domain environment.

V. CONCLUSION

This paper presented a survey on existing survivable VN
embedding algorithms. Several approaches to solve the prob-
lem are examined. The redundancy and the survivability
issue in networks has always been an important aspect of
network operators and especially for mobile operators. Due

103Copyright (c) IARIA, 2013.     ISBN:  978-1-61208-256-1

ICNS 2013 : The Ninth International Conference on Networking and Services



TABLE I
SUMMARY OF THE SURVIVABLE EMBEDDING ALGORITHMS

References Survivability Type of failure Optimization Objective Survivable failure
mechanism

Survivable virtual network embedding [13] Link Single substrate link failure Maximize revenue for Infrastructure
Provide

reactive, after failure
(Restoration)

Shared backup network provision for virtual network embedding
[14]

Link Single substrate link failure Maximize revenue/accepting VN re-
quests

proactive, before fail-
ure (Protection)

Migration based protection for virtual infrastructure survivability
for link failure [15]

Link Single substrate link failure Minimize sum of costs before failure

QoSMap: Achieving Quality and Resilience through Overlay
Construction [16]

Link Single substrate link failure Minimize delay and additional re-
sources for backup

before failure

An overlay mapping model for achieving enhanced QoS and
resilience performance [17] / An overlay mapping model for
achieving enhanced QoS and resilience performance [18]

Link Single substrate link failure Minimize delay and additional re-
sources for backup

before failure

Survivable virtual infrastructure mapping in a federated comput-
ing and networking system under single regional failures [21]

Node Single regional failure Minimize sum of cost before failure

Cost efficient design of survivable virtual infrastructure to re-
cover from facility node failures [19]

Node Single facility node failure Minimize sum of cost before failure

A novel two-step approach to surviving facility failures [20] Node Single facility node failure Minimize resources/total cost before failure
Location-constrained survivable network virtualization [22] Node Single facility node failure Minimize resources before failure
Designing and embedding reliable virtual infrastructures [23] Node Single substrate node failure Minimize amount of resources used before failure
Survivable virtual infrastructure mapping in virtualized data
centers [24]

Node single server failure Minimize operational cost before failure

Adaptive virtual network provisioning [25] Node or Link single node failure or single
link failure

- after failure

to revenue reduction of the operators, the redundancy has to
be optimized against cost. Most operators have very large
nationwide networks that fast approximation algorithms for
the survivability embedding problem have to be found. The
ILP and MILP are limited in scaling and not applicable
to larger networks. Therefore, approximations and heuristic
algorithms are necessary which can cope with multiple failures
in the network. Future directions could be to investigate the
survivability VN embedding issue in a multi-domain NV
environment or to extend to handle multiple link and node
failures at the same time.
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