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Abstract—Through its support for multi-homing, the Stream
Control Transmission Protocol (SCTP) is a suitableolution to
implement and manage user’s mobility by abstractingnultiple
physical paths into a single end-to-end associatiom order to
detect the primary path failure, SCTP uses a stratgy defined
in the RFC2960 and mainly based on a retransmissidime out
(RTO). When a number of retransmission failures oaar on the
primary path, switchover procedure is initiated which means
that a new primary path will be selected among thevailable
secondary paths. In this paper, we investigate theurrent
switchover mechanism implemented in SCTP and detadome
of its deficiencies which affect the use of SCTP ia WLAN
environment. Then we propose a new path failure dettion
strategy designed to perform path management more
efficiently in wireless environment, by preemptingpath failure
and avoiding service interruption. Finally, we outlne the
testing of this new strategy in the context of a WAN
environment and the results are compared to thosebtained
when using the standard SCTP strategy.

Keywords- SCTP; multi-homing; RTO;
detection; WLAN.

path failure

l. INTRODUCTION

The Stream Control Transmission Protocol (SCTP) [7E

was initially developed by the Internet Engineerihgsk

Force (IETF) to transport signaling messages ower |

networks. Compared to other transport protocols MCP

and UDP, SCTP provides additional features which ar

multi-homing and multi-streaming. These featureskend
suitable for the transport of many services whice the
classical transport protocols. Currently, many &agibns
are migrating to SCTP in order to take advantagihehew
features offered by this protocol.

In SCTP terminology,
between two endpoints which is identified by a seuport

and a destination port. An SCTP message contaias t
common SCTP header and various control or datakshun

By supporting multi-homing, SCTP is able to impleran
end-to-end session transparently over multiple ishypaths
where the endpoint of each path is identified by IBn
address. At the set up of an SCTP association, &adhoint
provides a list of transport addresses composednef or
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more IP addresses and a SCTP port. One of thedfesaks
is used for the establishment of the primary phét s used
for data chunks transmission. The other paths,edall
secondary paths, are used for data retransmissimcriease
reliability.

Moreover, through its support for multi-homing, ST
represents a suitable solution to implement and agen
user's mobility. Indeed, the primary path used fttata
transmission can be modified while maintaining slession.
This property enables guaranteeing service conginbat is
very important in some applications that rely oal réme
communications, such as Voice over IP (VoIP) andewi
streaming applications.

For that purpose, SCTP needs a path management

mechanism to detect primary path failure and ir@tithe
path switchover when necessary. The standard gyrdte
detect path failure, which is defined in the RFQ29&
based mainly on a retransmission Timeout (RTO)fakt,
data transmission failure occurs when the timer R$O
expired without that the data sent are acquittdéenT if the
number of retransmission attempt reaches a preztkfin
threshold called PMR, SCTP is going to activate phah
switchover procedure which means that current péithbe
et to INACTIVE state and a new primary path wid b
elected.

The motivation behind this paper is a need to have
more accurate estimation of the failover (pattufai) time in
SCTP by interpreting the network quality degradat@s an
indicator of imminent primary path failure and irmpienting
an immediate path switchover.

This paper is organized as follows. Section Il iteta
related work in the area. Section Ill describedétail SCTP
path management functionality. In Section IV, wepmse
an enhancement of the SCTP path failure detectiategy
in order to preempt and avoid path failures in iese
environment. Then, Section V describes the simdlatady
undertaken and presents results. Finally, Sectioh V

concludes the paper and points out future work

1. RELATED WORK

In the current SCTP implementation, the path switein
strategy is reactive which means that switchovdl ovily
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occur once the primary path has failed and the gym
destination address is marked as INACTIVE. A numtfer
studies have been undertaken, which
performance of SCTP switchover in wireless networks

that counts the number of consecutive timeouts. ther
alternate paths, SCTP uses a heartbeat mechanisonitor

investigate ththe availability of these paths.

The SCTP path management functionality defines two

In [1], authors show that the current SCTP meclimanis states for each path. The state value can be 8&TdéVE or
for calculating RTO value is inappropriate in WLAN INACTIVE. A primary path is set to INACTIVE if

environments, by identifying significant deficieasiwhich

transmission of packets on the path repeatedlys.fail

affect the use of SCTP in a WLAN environment. TheseHowever, a secondary path fails, if a heartbeatnkhu
deficiencies result from the mechanism by which BCT transmitted to the destination on that path was not

determines when a path switchover should be igeiiat
Experimental results indicate that SCTP allows ntione to
switchover as network conditions degrade.

In order to reduce the switchover performance dafiry
experienced in WLAN environments, authors
investigate the performance implications of chanigeshe

in [2]

successfully acknowledged. Both of these mechan&sras
reactionary to network failure.
A. Path Monitoring

In SCTP associations, secondary paths are monitored
detect any changes in the reachable state of @nakésh

SCTP RTO mechanism, particularly alterations to thedddress, and also to update the Round Trip TimeT(RT

parameters., the smoothing factor, argj the delay variance
factor. Simulation results indicate a throughpupiiavement
over the default mechanism defined in RFC2960, ibut
doesn’t address the switchover delays caused bgasing
RTT values in WLAN environment.

Other studies investigate how the SCTP based switrh
strategies can be enhanced. In fact, a pre-emgdz21
oriented switchover strategy based on signal stherg
proposed in [3]. According to experimental resuststhors
prove that the new strategy behaves more effegtitredn
standard reactive SCTP switchover strategy, sine€02.21
standard has the ability to predict network stainges.

In [4], authors analyze the traditional failovemd
estimation formula in wireless networking scenaresd
expose its drawbacks. Then, they propose some egpdat
the SCTP failover strategy in order to more acalyaeflect
the exact time at which primary path failure occurs

In [5], authors propose a cross layer algorithm ciwhi
uses 802.11 MAC retransmissions as an
performance for all paths within an associatione Tise of
802.11 MAC retransmissions permit to accuratelydigte
this performance transition significantly earlitsah at the
transport layer.

In [6], a cross layer approach is presented in rotde
manage mobility in wireless environment. It intrads local,

indicator of

measurement for each of these secondary addreRats.
monitoring is performed using HEARTBEAT chunks whic
are sent periodically to know which addresses @fin the
association are reachable (see Figure 1). Whemardbleat is
received by an endpoint, the packet is processetl aan
heartbeat ACK packet is sent back. Each heartbacitep
contains a timestamp of when it was sent. When the
heartbeat ACK packet is received, the time deléferince
can be used to estimate the Round Trip Round (RoiT)
secondary paths.

Sourct Destination

HEARTBEAT

T

HEARTBEAT-

ACK

RTT

Figure 1. Secondary path monitoring

B. Retransmission Timeout Calculation

In order to detect the primary path failure, SCHesua
reactive strategy which is mainly based on a retrassion
timer. The duration of this timer is referred to RFO

wireless and Internet RTO subcomponents which argretransmission TimeOut) [7]. The RTO duration esents

combined to calculate end to end RTO. It also immglets a
decision mechanism which selectively implementskbtic
on RTO subcomponents depending on network condition

Ill.  CURRENT SCTP PATH MANAGEMENT

One of the features of SCTP that differentiateBdm
both TCP and UDP is its support of multi-homing ethis
the ability to support many
association. Multi-homing feature is used by SCoPadd
resilience to network failures by providing a certdegree
of network stability to critical transmission paths

As a multi-homed protocol,
management functionality to take switchover deadsi@as
well as implementing the path switchover. To deteath
failure, SCTP provides two kinds of probing meckars
one for the primary path and another for the adtermpaths.
To monitor the primary path, SCTP keeps an erramntar
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IP addresses within an

the delay between each retransmission on the [Fdtb.
computation and management of RTO in SCTP is sirvla
how TCP manages its retransmission timer. Howes€i P
differs from TCP by supporting multi-homing featura
fact, when the destination is multi-homed, the eiatpwill
calculate a separate RTO for each different destinia
transport address.

The RTO value of the primary path is important ath
switchover decision. If an SCTP sender doesn'tiveca
response for an SCTP data chunk from its receivthirmthe
time of Retransmission Timeout (RTO), the sendell wi

SCTP needs a pattconsider this data chunk lost. When the number of

consecutive timeouts on the primary path exceeelsSthTP
threshold, the address will be marked as INACTI\iEthe
sender, and a new primary path will be selectedngnbe
alternate paths that are currently available.
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The SCTP parameters which are used to implement the

switchover management strategy are:
RTO.Initial: the initial value for RTO.

RTO.Min: the minimum time for RTO.
RTO.Max: the maximum time for RTO.

Path.Max.Retrans: the path retransmission threshold

(PMR).

Sourct Destination Soure Destination

&_’ &,
RT
RT 7/
Ack LostAck

Timer
RTO

Timer Ack

= HB.interval: the interval at which heartbeats are RTO

sent to monitor an SCTP endpoint. (a) Transmission Success (b) Trassion Failure

) ) Figure 2. Standard Path Failure Detection Strategy
According to [7], the following protocol parametease

Retrans_count = 0

recommended: C. The Sandard Path Failure Detection
TABLE I. SCTP PARAMETERSFOR RTO CALCULATION The standard SCTP path failure detection strategy,
illustrated in Figure 3, is based on the retransiois timer

Parameter Recommended Vallie with its managing rules as defined in RFC 2960 [7].
RTO.Initial 3 seconds Packet Transmission

RTO.Min 1 second

RTO.Max 60 seconds > New Packet Transmission

Path.Max.Retrans 5 attempts b
HB.interval 30 seconds v NO
< Timeout exniratio =—p

The retransmission Timeout (RTO) is calculatedefach
destination address separately based on the SndoBthend
Trip Time (SRTT) and Round Trip Time Variation
(RTTVAR) of the path. SRTT and RTTVAR are calcuthte
by the measurement of Round Trip Time (RTT) of pla¢h.
Initially RTO gets RTO.initial. Then, when SCTP gdhe
first measurement of RTT (RTT.1st), SRTT and RTTVAR
are initialized as follow:

SRTT=RTT.1st (1)

RTTVAR= RTT.1st /2 2
And RTO is updated to:

RTO= SRTT+4*RTTVAR 3)

For each time SCTP gets a new measurement of RTT

(RTT.new), SRTT and RTTVAR will be updated as fallo
RTTVAR.new = (1B)*RTTVAR.old +
B*(SRTT.old — RTT.new) (4)

SRTT.new = (1&)*SRTT.old +a*RTT.new (5)
Where o, the smoothing factor, an, the delay variance
factor, are constants and their recommended valteed /4
and 1/8 respectively.
Then, the new RTO is:

RTO=SRTT.new + 4*RTTVAR.new (6)

If the new RTO is less than RTO.Min, it will be det
RTO.Min. If the new RTO is greater than RTO.Maxwitl
be set to RTO.Max.

Every time a transmission timeout occurs for anreskl
(Figure 2(b)), the RTO for this address will be died
(Backoff the time):

RTO = RTO x2 @)
As illustrated in Figure 2(a), if the sender getsesponse
from the receiver, a new RTT is measured. SCTP weél
this new RTT to calculate RTTVAR, SRTT and finaRy O
by the equations (4) (5) and (6).
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YES
Packet Retransmission

A 4

Retrans_count +1
RTO =RTO * 2

4

Retrans_count <?>
PMR
(Count < PMR)

(Count >= PMR

| Path failur |

Figure 3. Standard Path Failure Detection Strategy

In fact, in SCTP association, packet transmissien i
through primary path only; other paths are back imp
association. When a primary path is selected, t6FPS
mechanism will mark the path to ACTIVE and use a
retransmission count parameter to monitor path iiond If
the timer expires, and the data chunk has not been
acknowledged vyet, it is assumed that the chunkos. |
Consequently, the actual RTO value for the affeizith is
doubled (exponential back-off mechanism), the ezoamt is
incremented by one and the lost chunk is marked for
retransmission. When the retransmission count pebe&m
reaches the threshold PMR (Path.Max.Retrans), tingapy
path takes failure. Then, the SCTP mechanism \m#inge
primary path state to INACTIVE and switch to a setary
path to continue transmission.
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V. state depending on the timesyd and the configured

threshold for each type of traffic:

PROPOSEDALTERATION OF SCTPSWITCHOVER
MECHANISM

Based on the sum of the consecutive retransmission

timeouts, the standard strategy used by SCTP &cdtie
path failure is very simple and can't effectiveligtthguish
path condition in wireless network. Consequentliyis t
strategy is not always appropriate,
considering the SCTP multi-homing feature as asbési
achieving transport layer mobility in wireless netk; where
the transition time between available paths becomé&sy
aspect for the optimization.

Therefore, the most crucial challenge for SCTPais t
provide optimal path management, aiming at imprg\ime
performance of the original switchover mechanisespnted
in Section Ill.

In this paper, we propose an improvement of thedstal
path failure detection strategy used by SCTP byging the
criteria of switchover initiation in order to obmaia more
accurate estimation of the exact time at which primpath
failure occurs (the Failover time). The alteratithrat we
propose does not concern the formula of calculatibthe

parameter RTO. But it consist in defining new QoS

parameters to preempt the path failure, and fiximgsholds
to these parameters according to the type of d¢raffinitted
and its requirements in terms of quality of service

In fact, we propose to evaluate the Total Time spen

expecting an acknowledgment .4 in any case (packet
transmission success or failure), which is an dectl
indicator of path performanceqcfis computed by equation
(8), by representing the sum of the (k-1) conseeuti
timeouts according to the RTO value at the transioms
failure instant. However, if the packet sent iswattqd after
(k-1) retransmission attempts,Iis calculated by applying
equation (9). The value (k-1) represents the nunifer
retransmission attempts which is necessarily leasa PMR
(0 < k<PMR). The index j refers to the traffic type.

The time T will be the most important parameter to
consider in the SCTP switchover decision. SCTP ug# it
as a path performance indicator to preempt dedgoadat
path status and avoid service interruption.

In case of (k) failed attempts

k-1
e I %
nm_;m RTO
=
After simplification:

(1-N)
Taxk, j = RTO* ——— (8)
(1-N))
In case of success after (k-1) failed attempts:
k-2
Tack, | = RTTaucess + | N *RTO
i=0
After simplification:
1- N
TAck, j= RT Tauccess + RTO* g (9)
(1-N))

We have also introduced a new condition to evaltregath
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especially when

If (Tack = Trhreshoia,) Then (Primary path is INACTIVE)

Thus, the path is marked "INACTIVE" if one of the

following conditions is satisfied:

The number of retransmission timeouts reaches the
maximum number of retransmission (PMR)
authorized by SCTP.

The waiting time T exceeds the threshold fixed for
each type of traffic (VolP, streaming video, data)

Packet Transmission

New Packet Transmission

<«

Retrans_count = 0
T acki=Tacki+ RTT

»
Ll
A NO
< Timeout expiratio —

YES

Packet Retransmission

\ 4
Retrans_count +1
RTO =RTO *N

T ackj = Tackj + RTO

Retrans_count &&

T 1
(Count < PMR) Aok

And (TAck‘l < TThreShUld‘) (Count >= PMR)

or(T >=T
Ack,j Threshold, j)

A\ 4
Path failur

Figure 4. New Path Failure Detection Strategy

The modifications proposed with regard to the stadd
mechanism will be represented on the organizatioartc
above (see Figure 4).

In RFC2960, the failure of packet retransmissiaiuies
the multiplication of the value of RTO by 2. As #pations
have different needs in terms of quality of seryigee
suggest penalizing the transmission failures inifeerént
way for every type of traffic.

For real time streaming multimedia applications;isas
voice over IP, which are delay sensitive, high Hatecan
cause service quality degradation. However, Befdrtef
traffic is more tolerant to delay. For these reasowe
propose to treat traffic flow differently by prowuidy priority
to certain flow, depending on their QoS requireraehite
call N, the parameter used to penalize retransmissiouréail
where the index j indicates the traffic type. ING2960, this
parameter is invariable and equal to 2.

In this work, we consider the followings values:
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TABLE II. SCTP PENALIZING PARAMETERS
Traffic Type N

Best Effort 2

VolP 1

Video streaming 1.25

V.  SIMULATION RESULTS
In order to illustrate the deficiencies of the &gy used

proposed approach, we consider
consisting of two base stations 802.11b and tweesodhe
nodes are communicating and each one belongs &sa b
station. The network topology is shown in Figure 5.

R:Router

RAMI, MN2 : Mobile Node

Moving

MMNL MWIN2

Figure 5. Simulated Network Topology

During simulation, we are interested to real-timadfics
which are delay sensitive such as VolP and videxasting.
The video streaming traffic is simulated by an apion
that generates one packet every 26 millisecondsh Backet
has a size of 660 bytes. While the VolIP traffisiimulated
by an application that generates packets of 168shgvery
20 milliseconds. The traffic flow parameters ar@wh in
Table 3.

TABLE V. SIMULATION PARAMETERS
Simulation Time 50s
Trafic Start Time 2s
Trafic Stop Time 50 s
Move Start Time 10s
Move speed im/s

We will first simulate the service differentiationodule

. - of our approach which consists in penalizing trassion’s
by SCTP to detect the path failure and implement OUgsiiures in a different way according to traffiqsy

a network topologv : -

14

12

10

rto
oo

I

Standard strategy —
ew stratepy

L

v

0 10 20
Time (=)

20

40 4437 50

Figure 6. RTO values and Failover time detection for VolPffica

Figure 6 and 7 illustrate respectively the RTO galfor
the simulated scenario for VolP and video streantiaffic.
When the mobile node moves away from the coverage a
of the access point, signal strength degradestenBTT and
RTO increase. From simulation’s result, we notitatt
SCTP take 15s to mark the destination address INKET
(T=1+2+4+8=15s). Which means that it would take 15s

seconds for switchover to occur.
15 .

TABLE IIl. SIMULATION TRAFFIC PARAMETERS
' Delay Packet Data
Traffic Interval Size Rate
VolP 20 ms 160 bytes 64 kbl/s
Video 26 ms 660 bytes| 200 kb/s

The simulation process time is 50 seconds, andoaleés
start their transmission at 2s after the beginwoihgjmulation
time. Mobile node starts moving at 10s with a spafetim/s.

The simulation results presented in this paper wer

obtained using the network simulator NS2 [8] arel ®CTP

patch [9].
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The failover time is defined ake instant at which tr
primary path failure is detected. It is computedoading to
RTO values and corresponds to the (F-1) failed attempts
to retransmit a lost chunk. Table 5 representsfailever
instants for VolP and Video streaming traffic wtusing the
standard and the new SCTP path failure detectratesgty. In
fact, using the standard strategy, path failovedeitected s
44,32s for VolP and 45,36s for video streamingfitra
However, when using the new strategy based on cs
differentiation, the path failure is detected earlier at 28
for VoIP and 36,13s for video streaming tra

TABLE V.

Path Failure
Detection Strategy
Standard strategy
Proposed strategy|

FAILOVER TIME FOR REAL TIME TFAFFIC

Video
Streaming
44,32s | 45,36s
33,32s | 36,13s

In our proposed approach, we defined a second tham
to detect primary path failure which is based olayld .«
(Time spent expecting an acknowledgment). Figured
and 8(b) represents,k values for respectively VolP ai
Video Streaming tiffic. This parameter reflects the link sti
and therefore it can be considered to predict et
performance degradation. ThusgTwill be a decisive

VolP

1) Throughput

The throughput, measured in kbps, corresponds &
amount of data in bits that is transmitted overadhannel pe
unit time.

Total number of bits successfully transmitted during T

Throughput =
T

2) End-to-End Delay

The end to endelay, measured in second, is the time te
for a packet to be transmitted across a netwonk feource
to destination. It is an important parameter toluate the
QoS for the real-time traffic.

N
2 (Time of packet; received - Time of packet; sent)
Delay = =0

Total number of packet received

3) Packet Loss Rate

Packet loss is expressed as a percentage of thbenusf
packets lost to the total number of packets ¢

Number of dropped data packet

parameter to initiate switchover process Packet Loss Rate = *100
Total number of packet data sent
4000
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£ 2000 / \ q 28 e A
8 / \ § 50 "/ \‘ / "
% 1000 5 40 \ _/ /
e . j \ 230 \ / /
0 . . ! ! . . ! . . 2 20 —— Standard strategy \/ /
05 10 15 20 25 30 35 40 45 50 £ 7o | —=—Newstrategy \\ //
'_
Simulation Time (s) 0 L L B SR SR SRR
N o N o wn o [9\ N o [\ wn o
Figure 8-(a) T« Delay for VolP Traffic = 9 &8 8 M 2‘ Mmoo $ A
| 'Ir'n (s) ~
simulation Time (s
. gggg . Figure 9¢a): Throuthput (Kbps)
£
= 4000 / \\
©
3 3000 7\ 16000
2000 4
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= [ \ 210000 —a— New strategy / \
0 T T T T T T T I 1 % 8000 // \\
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2000 V4 N T
Figure 8-(b) T« Delay for Video Streaming Trafi 0
Figure 8. Ta«Delay for for Real Time Traffi N O 1N O 1N O N 1N O o 1 O
. . ) <
To further illustrate the shortcomings of the stk . .o <
Simulation time (s)

method and highlight the contribution of our newprgach
to detect primary path failure, we will represeetwork’s
performance metrics such as throughput, delay and
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Figure 9¢b): End To End Delay (m
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Figure 9. Performance metrics for VoIP traffic
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Figure 10. Performance metrics for Video Streaming traffic
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Figures 9 and 10 represent the metrics of network
performance (Throughput, Delay and Packet loss) for
respectively VolP and Video streaming traffic. Aadiag to
simulation’s result, we notice that when using ¢iendard
strategy, although there was a degradation of nktwo
performance in terms of throughput, delay and |&STP
delays switchover, i.e., SCTP allows more time rtitiate
switchover.

Through simulation results, we deduce that our @ggr
could be an alternative to the current SCTP patluréa
detection strategy used by SCTP; by increasing ortw
performance and providing a seamless switchoveiead
time applications such as VolP or video streaming

VI. CONCLUSION

In this paper, we are interested to the mechanissd by
SCTP to take the decision of changing the primaathp
which relies mainly on the failover mechanism. Wavén
detailed the current mechanism implemented in S@ne
described some of its failings. Then, we have psedoa
proactive approach to detect the path failure. &@proach
would be more suitable to a mobile environment sash
WLAN. In fact, according to experiment results, the
proposed approach allows SCTP to detect the pdtivda
earlier than the standard mechanism. Moreoverpitiges a
seamless switchover to real-time applications loyeasing
network performance and avoiding service interarptiln
future work, we will investigate the algorithm ugegd SCTP
to estimate the RTO timer, in order to enhancecheiter
performance in WLAN environment.
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