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Abstract—Determining the range between RFID tags and a lot more techniques to determine the position, including
readers, particularly in the UHF region, is subject of current |nfrared, Bluetooth, GSM, etc. For instance, SpotON [5]
research topics. This paper presents a simulation-based ap- and LANDMARC [6] are RFID-based navigation systems.

roach, usin read- rum techni reckon the ran .
gec:\?\,%énusu,_ﬂ:s%g?g ?gggt ;ndtzc regdueis Stgsg?n? TLee UaHg? Generally, both of these systems are based on measuring

RFID reader reads out the surrounding tags within its reading ~ the RSS to get the current position. However, both systems,
range, with each tag containing information about its own  SpotON and LANDMARC, use active RFID tags resulting
location. Accordingly, the reader reads the location of each in higher costs per tag (manufacturing and service). Arothe
tag, hence being able to generate a basic map. To define the prip_phased navigation system is described in [7] and [8].
most likely position of the reader |tse_lf, it must estimate _the This system is based on passive RFID transponders working
distance to each of the RFID tags. This estimation is provided ; )
through a spread-spectrum approach utilizing the complete —at 13.56 MHz (RFID-HF) using the 1SO14443 standard with
UHF bandwidth of approximately 150 MHz to achieve a high  the MIFARE extension. The major drawback of using RFID-
positioning resolution. This work proposes particular distance  HF technology is the low communication distance.
fnsé;”;ﬁtr'g;;ﬁtcsh“'q”es and presents results for such distance  Tpe work described in this paper pursues the following
approach: The navigation system should depend on UHF-

Keywords-Radiofrequency identification, Spread spectrum,  RFID technology to allow a higher distance to the tags.
Wideband, Communication channels. Also, the distance to be determined between reader and
tag shall not depend upon fingerprints, reference maps, or
any other training sequences, including RSS measurements.

The increase in sales of navigation systems [1] followsNevertheless, the position of the reader shall be detegted b
the trend to know exactly where objects or persons (mostlevaluating an TOA approach from reader to tag (of course,
the person itself) are located. That is one of the reasonseveral tags), whereas the, location-wise, fixed tagsagont
why global navigation satellite systems (GNSS) like GPStheir very own positions.
have become very popular. However, the usage of GNSS This paper shows some theoretical statements being
systems is rather limited to outdoor navigation. Multipathproofed in different simulation scenarios, which deal with
effects, high fading and blocking of satellite navigation conditions mentioned above.
signals usually limit the usage of satellite navigationeys The paper is organized as follows. Section | gives a brief
in indoor areas. introduction, whereas Section Il describes the scenaribeof

In the past, indeed, great efforts were made to handlgroposed work. The following section shows more details
these drawbacks for the indoor area. WLAN-based system$iow the system itself is designed and which techniques are
for instance, use the received signal strength (RSS) toeeded to achieve the position determination. Subseguentl
determine the position of a WLAN device. Unfortunately, Section IV is offering simulation results regarding vasou
these systems need training sequences every now and themannel characteristics. Results are offered in Section V,
resulting in setting up reference maps with reference pointfollowed by a conclusion and a reference to future work
(also known as fingerprinting) [2]. However, WLAN-based in Section VI.
navigation systems may be combined with inertial navi-
gation systems to receive a much better accuracy. Ultra-
wideband systems (UWB), unlike WLAN systems, calculate This section highlights the initial scenario the following
the Time of Arrival (TOA), Time Difference of Arrival sections will be build upon. Assuming an arbitrarily given
(TDOA) and/or Angle of Arrival (AOA) in order to ob- room with usually UHF-based RFID transponders tagged to
tain the position. One example using UWB-technology isthe wall(s) or other fixed, unmovable objects. Also, there is
the Ubisense platform [3]. These UWB-based systems caan RFID reader, equipped with an omni-directional antenna,
achieve a high accuracy due to their very high bandwidtrsomewhere in the room. Furthermore, the system is simpli-
[4]. Besides the described indoor navigation systems exidied by assuming that all antennas (reader and transponder)

I. INTRODUCTION

Il. SCENARIO
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\ [1l. PROPOSEDWORK
é; For estimating the distance between an RFID transpon-
— der and the RFID reader, a method very much based on
Ret radar techniques [9], particularly pulse compression mada
\m , is suggested. Of course, there are some major differences
between a classical pulse compression radar approach and
oo 2 the following proposal.
[ least, postion nformaton: The reader broadcasts, in addition to the carrier, a broad-
woneg moawn | band signal in the range of the UHF transponders’ bandwidth
5 Partton of map being between 100MHz and 150 MHz. Due to the high

3) Tag characteristics

——  UHE-RFID reader with bandwidth, the normalizedignal-to-noise ratioS/N, also
|—Reade e i | known as E, /Ny (energy per bit to noise power spectral
L [ Radio chamel descibing  ENSItY ratio), of the signal is very low. Wide bandwidth
R g e ey signals using low energy are, for instance, ultra-wideband
- (UWB) signals. UWB signals mainly occur in free-licensed
frequency bands, as the signal power is mostly less than
Figure 1. The underlying scenario to deal with the average noise power. In Germany, since 2008, UWB
signals below 1.6 GHz may have a spectral power density
of -90 dBmy/MHz (transmitted power). Assuming room tem-
perature, the noise power per bandwidth is approximately
are positioned in the same plane (i.e., 2D, e.g., xy-plane'114dBm/MHZ.at the receiver. A path loss of approximately
Figure 1 describes this scenario. The flashes between t eOdB (describing the path loss among the way from the

reader and the transponders demonstrate the differert radrieader to the transponder and back) results iSaN of

channel links between each reader/transponder pair. ~46dB. Using such broad frequency bands and ISV

However, the distributed RFID transponders store positior{atIOS I:jm|t th; me_-IEEo;:isf tothdetermme thﬁ d|stanc§ betwteen
data. These position data, at least, consist of latitudegilo ag and reader. ihat I1s the reason why spread-spectrum

tude and elevation or just relative coordinates. It is intgoair (SS) technique is introduced. First, to achieve a procgssin

that every transponder stores its own position; that meanga " and second, that due to the higher bandwidth a more

reading out a transponder would return its location withig t ac”curgte poiltlontl_ng respluﬂon 'S.mqrit“kglil t?hach|%Mee .
environment. It is assumed that the RFID reader reads oujf’ owing subsections give some insights into the undedyi

all transponders within the reader's communication rahge. techniques.
that case, the reader knows actually where all the read out
tags are located - so that the reader may build a virtual ma
including the location of every transponder. Unfortungtel A technique for coping within such lowyN environ-
the RFID reader itself does not know where it is located.ments is called spread-spectrum. Methods of this technique
Therefore, the task is to determine the position of the neadespread signals in order to achieve a higher bandwidth. This
within the cloud of transponders, meaning to enable thdechnique leads to less interference, jamming, undelibera
reader to find its own position by evaluating the radio linksdetection and some more features [10]. Of course, the
to each of the transponders. Assuming additionally, that thtransmitter’s, but mainly the receiver’s architecturesgabre
reader is able to determine the distance to each transpondepmplex. Spread-spectrum technique is nowadays fairly
the reader is able to locate itself by evaluating the pasitio common (e.g., WLAN, UMTS, etc.). The spreading method
of all transponders. of choice in this work is direct-sequence spread spectrum
Of course, there are several ways of estimating th€DSSS). This method takes the incoming (data) signal and
distance between RFID reader and RFID transponder. Theultiplies it with a given spreading sequence. The sequence
previous Section | showed some methods how to estimatasually exists of several chips, which have a smaller time
the current position using RFID technology, whereas theperiod than the bit rate. This leads to a spreaded signal com-
subsequent Section Ill describes the proposed approach fwising a higher bandwidth but with less signal power per
determine the distance between an RFID transponder and &tertz. Therefore, the power of the signal is spreaded within
RFID reader. the frequency domain. Despreading this spreaded signal at
Eexemplary applications of such an RFID-based systenthe receiver is realized by multiplying the incoming signal
for the indoor area would include pedestrian and automatievith the exact same spreading sequence the transmitter used
navigation as well as methods for item searching and posiboing so, transforms the former spreaded signal into a
tion logging. narrowband signal, again. This narrowband signal equals th

. Signal Spreading
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unspreaded data signal in the transmitter, usually withesom
additive noise aspects in phase, frequency and amplitude. 3

1) Barker Codes:The performance of the distance deter-
mination depends very much on the implemented spreading
sequences. There are a lot of sequences, which usually difﬂ%
in autocorrelation performance, peak side-lobes, orthogo
nality, etc. As orthogonality is not of interest as there is O 40 80 120 160 200 240 280 320 360 400 440
no multi-user system (as e.g., described in [11]), only the
performance of the autocorrelation and the distance to thE
highest peak side-lobes do matter. A good and simple choice
of adequate codes are Barker codes [12]. Usually, Barke
codes are used in radar and synchronization application: i
The 13-Bit Barker code is the only one with a side-lobe 0.6
of maximum+1. Another bunch of codes, called the PN- £ 0.4}
codes (pseudo noise codes), can be used, too. These coC” 0.2l
may be created using shift registers. They have a slightly
smaller performance compared to Barker codes, but witl
the advantage of being as long as wanted and, of course,
flexible in means of being soft-coded (i.e. implemented inFigure 3.  Cross-correlatiord(r) between transmitted and received
software). In order to keep it simple, the 13-Bit Barker codebaseband signal (Figure 2) at the reader
is used so far.

2) Cross-Correlation of Spreaded Signal$he question )
is how to get positioning data out of these spreaded datliming issues from on signal frame tq anothgr stgys constant
signals. As the transmitted signal is knoarpriori, and the (coherent). |D oth_er _Words, _the noise, which is ass_umed
reflected, received signal from the tag is known at the readef0 be Gaussian distributed, is canceled out. According to
too, both signals can be correlated to get the desired TOAN® Cramer-Rao lower bound [13], tH/V ratio is linear
measurement. Assuming a simple additive white Gaussiaﬁroportm_nal to the number of (;oherent additions, under the
noise channel (AWGN), in which the received signal is only@ssumption that the error variance does not depend upon
time-shifted compared to the transmitted signal (with moreP0th parameters. This is proved in simulations and further
or less noise power); processing a cross-correlation legtwe discussed in Section IV. - _
the transmitted signal (time delay = 0) and the received 10 highlight the effect of coherent addition, Figure 4
signal (time delay > 0), a correlation peak arises at theéshows the signal differences for &yN of -20dB with
delayed moment of time. If the transmitted signal is shifted"®Sulting signals taken at = 1, 10, 100, 1,000 and 10,000
in time, that this correlation peak is at = 0, then the ~Coherent additions. Easy to recognize, that theV is
time difference between transmitted and received signgl maincreasing with the number of additions.
be evaluated, as well as the distance to the RFID tag. An_The objective is to find an accurate (i.e., minimal) number
example is given in Figures 2 and 3, in which the transmittec?f coherent additions, to finally have a low error variance
and the noisy received baseband signals (Figure 2, Shifte@? for the peak detection, as this is a direct |n(j|cator for thg
by t = 20) are cross-correlated (Figure 3). The peak Oftjlstance measurement, because the peaks itself determine
the correlation function is found at = 19.88. Due to the the distances between reader and tags.
additional noise the peak_ of_the signal is not_directly alc  Radio channels
7 = 20, as the peak detection is processed by using quadratic
approximation.

ude

ampl
N OB O RN

igure 2. Transmitted (thick) and received (thin) basebagdas at the
FID reader (Inphase component)

o
=
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As an example of the radio channels used in this work,
two different frequency-selective fading channels (pnese
B. Coherent Addition of multipath) are assumed. Both channels have an excess
In the example above, th§/N of the received signal is delay of 127 x 100ps= 12.7ns. The channels are build
still 3dB, leading to an appropriate cross-correlation- Un Upon 128 discrete impulses, each with a distance of 100 ps
fortunately, theS/N ratio within a real system would be in t© €ach other. The first pulse (at= 0) is a Rician channel
the range of -50dB and even less at the receiver. Therefor&/ith Rician factor K = 2, whereas all the other channel
the peak detection would fail very often respectively notimpulses are Rayleigh distributed. The average path gain of
delivering a proper result. each chanpel |mpulsg is formgd out of an exponential power
Improving theS/N of a signal could be achieved through delay profileA.[r] as in Equation (1).
the usage of coherent addition. This means, that the incom- 1 _ -
ing signals are added to each other in such a manner, that th clr] = T, ¢ 0, 7 =n-100psv n € [0;127]NNo (1)
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Figure 7. Current impulse responses (time and frequency) ah@ 1
and Channel 2

channel time domain representation. As expected, Channel 1

S| di .
= Lo N shows a lower coherence bandwidth than Channel 2.
F‘?Z‘ko coneer [ | reDug IV. SIMULATION OF VARIOUS SCENARIOS
osition Dej orrelation N . . . . . .
termination iEgett This section deals with simulations carried out, to evaluat
the system’s performance and limitations for given radio
Figure 5. Reader architecture channels. The first subsection will present simulations for

AWGN channels, whereas the following subsections will
refer to more realistic radio channels, including real fed-f

By changing the value offy, different channel charac- ing channels (no multipaths) and frequency-selectiveoradi
teristics may be formed. A high value df, compared channels (number of multipaths 0) All simulations were
to the symbol periodl; of the signal to be transmitted carried out using a symbol period @t = 10ns by using
over the radio channel leads to a highly frequency-selectivBPSK (binary phase shift keying) and an RRC (root raised
behavior, whereas a low value @, will lead to a more cosine)-filter with a roll-off factor of3 = 0.5. This leads to
flat channel characteristic. To underline this statement twdn occupied bandwidth of about 150 MHz. Furthermore, all
different values are allocated ) to describe two different Simulations use the 13-Bit Barker code, which was applied

radio channels. Channel 1 is characterized with; =  to spread 10 bits of data. The simulations are based on the
100- T, Channel 2 withT,, = 0.01-T. Figure 6 shows Mmodel as given in Figure 5.
the averageimpu|se responses of both Channm/_erage The simulation results show the error variance of the

means, that the average impulse response consists of tH@tected peaks; over the number of coherent additions
mean of 10.000 simulated channel characteristics as evefy Whereas the variance refers to the variation of the peaks
sub channel impulse is either Rician ¢at= 0) or Rayleigh ~ around its mean value. The upper theoretical limftpe,.

(at 7 # 0) distributed. The frequency characteristic of bothfor the error variance, also referred to S8V = -codB, is

channels is shown in Figure 7b and 7d together with a onéalculated as in Equation (2). The search room for the peaks
is arbitrarily limited to aboutt one chip (exactl ) with

a sample rate of 16 bit per chip. This leads to the limitation
of +17 in Equation (2).

02 theor. = 1/12 (Limitypper— Limitiower)”
= 1/12(2-17)* =96.3 2

Normalized impulse response
Normalized impulse response

okRrMwbhnoN®oOr

The theoretical limit is calculated by assuming a contirsiou
2 4 6 8 10 02 Z_5-5 10 uniform distribution of the peaks within the search room and
(@) Channel 1 with Tp; = (b) Channel 2 with T, = matches arb/N of -oo dB. The number of channel simula-
100- T 0.01-Ts tion repetitions in order to receive a significant varianoe f
Figure 6. Average impulse responses of Channel 1 and Channel 2 3 givenn was set to 100.
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Figure 9. Simulation results for flat fading channel
Figure 11. Simulation results for frequency-selective rigdithannel with
To=1ps

A. Simulation for AWGN Channel
For a givenS/N respectivelyE, /N, the variance of the
error is described over the number of coherent additians
Re;_er to zecrt]lon Illhfor the deta_uls of the p:r(:CESS. b f this channel can be described as rather flat. On the other
hlguret dsd_?ws € error vanano% over the number o hand, the frequency-selective fading Channel 1 (Figure 6a)
conerent additions. with an 7y ; = 100- 75 = 1 ps is really frequency-selective

B. Simulation for Flat Fading Channel as the symbol period is much smaller (factor 100) tiign.
This subsection shows the simulation results of a flat! "€ Simulation results of Channel 1 are shown in Figure 11.

anTp. = 0.01-Ts = 100ps. As the signal symbol period
T = 10ns is greater (by a factor of 100) compared§o,

fading channel, i.e. a Rician distributed radio channekcha
acteristic with no multipaths. Figure 9 shows the simulatio V. RESULTS

results. TheK -factor of the Rician channel wak = 2.
The simulations carried out in Section IV show three

C. Simulation for Frequency-Selective Fading Channels  aspects. One is the fact, that the theoretical assumptitheof
This subsection shows the simulation results of twoerror varianceUf, being linear dependent on the reciprocal
frequency-selective fading channels, inheriting a Ricianof the S/N and the number of coherent additionscould
distributed radio channel characteristic with 127 Rayleig be proofed through simulation. This conclusion is valid
distributed multipaths. The first simulation (Figure 10ers ~ for the AWGN channel and for the flat fading channel, at
to the frequency-selective fading Channel 2 (Figure 6bhwit least if the values of the error variance are not close to
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the theoretical limit. The same assumption is almost valid Future work would include, more channel characteristics
for the frequency-selective channel, on condition, that th as well as the non-linear behavior of the underlying UHF-
symbol period is much longer than the overall (averageRFID tags.
channel excess time, which, of course, leads to a more flat
fading channel characteristic. As expected, the erroavasg
increases for areal frequency-selective channel (symbol [1] RNCOS E-Services Private Limited, “World GPS Market
period is smaller than the overall (average) channel excess Foorr]ﬁﬁae?t tgvaﬁgﬁ’é'_’Re;f?;?Mﬂisgféﬁzfﬁnﬁgrkﬁgib o
time), as seen in Flgur(? 1L . - reportinfo.asp?report_id:g36704

The second aspect is the upper theoretical limit of the
error variance, which is valid for all channel simulations; [2] P. Bahl and V. Padmanabhan, “RADAR: An in-building rf-
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