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Abstract— In this work, we present a novel approach for evaluating job applicants in online recruitment systems, leveraging machine learning algorithms to solve the candidate ranking problem. An application of our approach is implemented in the form of a prototype system, whose functionality is showcased and evaluated in a real-world recruitment scenario. The proposed system extracts a set of objective criteria from the applicants’ LinkedIn profile, and infers their personality characteristics using linguistic analysis on their blog posts. Our system was found to perform consistently compared to human recruiters; thus, it can be trusted for the automation of applicant ranking and personality mining.
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I. INTRODUCTION

The rapid development of modern Information and Communication Technologies (ICTs) in the past few years has resulted in an increasing number of people turning to the web for job seeking and career development. A lot of companies use online knowledge management systems to hire employees, exploiting the advantages of the World Wide Web. These are termed e-recruitment systems and automate the process of publishing positions and receiving CVs. E-recruitment systems have seen an explosive expansion in the past few years [1], allowing Human Resources (HR) agencies to target a very wide audience at a small cost. This situation might be overwhelming to HR agencies that need to allocate human resources for manually assessing the candidate resumes and evaluating the applicants’ suitability for the positions at hand. Automating the process of analyzing the applicant profiles to determine the ones that fit the position’s specifications could lead to an increased efficiency. For example, SAT telecom reported 44% cost savings and a drop in the average time needed to fill a vacancy from 70 to 37 days [2] after deploying an e-recruitment system.

Several e-recruitment systems have been proposed with an objective to speed-up the recruitment process, leading to a better overall user experience. E-Gen system [3] performs analysis and categorization of unstructured job offers (i.e., in the form of unstructured text documents) as well as analysis and relevance ranking of candidates. CommOn framework [4] applies Semantic Web technologies in the field of Human Resources Management. In this framework, the candidate’s personality traits, determined through an online questionnaire which is filled-in by the candidate, are considered for recruitment. In order to match applicants with job positions these systems typically combine techniques from classical IR and recommender systems, such as relevance feedback [3], semantic matching [5] and Analytic Hierarchy Process [6]. Another approach proposed in [7] uses NLP technology to automatically represent CVs in a standard modeling language. These methods, although useful, suffer from the discrepancies associated with inconsistent CV formats, structure and contextual information. What’s more they are unable to evaluate some secondary characteristics associated with CVs, such as style and coherence, which are very important in CV evaluation.

In this work, we propose the application of supervised learning algorithms in automated e-recruitment systems, to solve the candidate ranking problem. What’s more, we have implemented and tested an integrated company oriented e-recruitment system that automates the candidate prescreening and ranking process. In the proposed system, the applicants’ evaluation is based on a predefined set of objective criteria, which are directly extracted from the applicant’s LinkedIn profile. What’s more, the candidate’s personality characteristics, which are automatically extracted from his social presence [8], are taken into account in his evaluation. Our objective is to limit interviewing and background investigation of applicants solely to the top candidates identified from the system, so as to increase the efficiency of the recruitment process. The system is designed with the aim of being integrated with the companies’ Human Resource Management infrastructure, assisting and not replacing the recruiters in their decision-making process.

The rest of this work is organized as follows. In Section II, we present an overview of the proposed e-recruitment system. In Section III, a personality mining scheme is proposed, to extract the applicant’s personality traits from textual data available for the candidate in the web. In
Section IV the supervised learning algorithms used to rank the candidates are detailed, and, in Section V, we present a set of experimental results that showcase the effectiveness of our system in a real-world recruitment scenario. Finally, the proposed system was implemented in the form of a web application, whose design and prototype implementation is presented in Section VI.

II. SYSTEM OVERVIEW

In this work, we have implemented an integrated company-oriented e-recruitment system that automates the candidate evaluation and pre-screening process. Its objective is to calculate the applicant’s relevance scores, which reflect how well their profile fits the positions’ specifications. In this section, we present an overview of the proposed system architecture and candidate ranking scheme.

A. Architecture

The proposed e-recruitment system implements automated candidate ranking based on a set of credible criteria, which will be easy for companies to integrate with their existing Human Resources Management infrastructure. In this study we focus on 4 complementary selection criteria, namely: Education (in years of formal academic training), Work Experience, Loyalty (average number of years spent per job) and Extraversion. The system architecture, which is shown in Fig. 1, consists of the following components:

- **Job Application** module: It implements the input forms that allow the candidates to apply for a job position. The candidate is given the option to log into our system using his LinkedIn account credentials, which allows the system to automatically extract all objective selection criteria directly from the user’s LinkedIn profile.

- **Personality mining** module: If the candidate’s blog URL is provided, it applies linguistic analysis to his blog posts to derive features reflecting the author’s personality.

- ** Applicant Grading** module: It combines the candidate’s selection criteria to derive the candidate’s relevance score for the applied position. The grading function is derived through supervised learning algorithms.

Each applicant’s qualifications, as well as his relevance score, are stored in the system’s database. At the end of the recruitment process, the top candidates are called to participate in the interview process. It must be noted here that during the job application process, the applicant is not required to manually enter information or participate in time-consuming personality tests. Thus, the user friendliness and the practicality of the system are maintained.

B. Candidate Ranking

The increasing number of submitted CVs may overwhelm HR departments, which typically perform manual evaluation of job applications. Automated candidate ranking systems, that have been proposed to speed-up the recruitment process typically require a model of the HR department’s decision making process, as well as a careful parameterization by the department’s expert recruiters. This is a complex and error-prone procedure, which must be repeated each time the selection criteria change. The proposed system leverages machine learning algorithms to automatically build the applicant ranking models. This approach requires sufficient training data as an input, which consist of previous candidate selection decisions. Methods that learn how to combine predefined features for ranking by means of supervised learning algorithms are called “learning-to-rank” methods. In recent years, learning to rank has become a hot research direction in information retrieval [9], but it can also be applied in many real-world ranking problems.

In Fig. 2, the typical “learning to rank” process is shown. A training set is used that consists of past candidate applications represented by feature vectors, denoted as \( x_i \), along with an expert recruiter’s judgment of the candidate’s relevance score, denoted as \( y_i \). Candidate’s features can be assessed either on a numerical scale (e.g., years of work experience) or with a Boolean variable, which represents whether the candidate reports a certain skill or not in his LinkedIn profile. The training set is fed to a learning algorithm which constructs the ranking model, such that its output predicts the recruiter’s judgment when given the candidate’s feature vector as an input. In the test phase, the learned model is applied to sort a set of candidate applications, and return the final ranked list of candidates. Many learning-to-rank algorithms can fit in the abovementioned process, and each one models the process of learning to rank in a different way.
LIWC frequencies, can act as predictors of extroversion trait [8].

In this work, an expert recruiter has assigned extraversion scores to each of 100 job applicants with personal blogs, which were part of a large-scale recruitment scenario (see Section V for a detailed description of the scenario). The recruiter’s scores were used to train a regression model, which predicts the candidates’ extraversion from their LIWC scores in the {pos emo, neg emo, social} categories. In what follows, a linear regression model was selected as a predictor of the extraversion score $E$, as proposed in [13], due to its good accuracy and low complexity. Equation (1) corresponds to the linear model that minimizes the Mean Square Error between actual values assigned by the recruiter and predicted scores output by the model:

$$ E = S + 1.335 \times P - 2.250 \times N, \quad (1) $$

where $S$ is the frequency of social words (such as friend, buddy, coworker) returned from LIWC, $P$ the frequency of positive emotion words and $N$ the frequency of negative emotion words.

### IV. LEARNING TO RANK ALGORITHMS

In this work, we leverage machine learning techniques to solve the candidate ranking problem in e-recruitment systems. In the candidate ranking problem, a scoring function $h(x)$ outputs the candidate relevance score, which reflects how well a candidate profile fits the requirements of a given job position. As the relevance score is a continuous variable, the candidate ranking problem can be reduced to a regression problem where the candidate scoring function must be learned using supervised learning techniques. Then the system outputs the final ranked list by applying the learned function to sort the candidates. The score function $h(x)$ derives the candidate’s relevance degree $y_i$ from the values of his feature vector $x_i$. In this work, the feature vector $x_i$ consists of a set of $m$ attributes $\{a_1, \ldots, a_m\}$ that correspond to the candidate’s selection criteria. These can be either continuous variables (representing a candidate’s feature assessed on numerical scale) or Boolean variables (declaring whether he has a desired skill or not). The true scoring function is usually unknown and an approximation is learned from the training set $D$. In the proposed system the training set consists of a set of $N$ previous candidate selection examples, given as an input to the system:

$$ D = \{(x_i, y_i) \mid x_i \in \mathbb{R}^m, y_i \in \mathbb{R}\}_{i=1}^N. \quad (2) $$

In what follows, we present a set of representative “learning to rank” algorithms [9] that map the training set $D$ of previous recruiting decisions to a regression model that serves as a predictor of future recruiting decisions.

1) **Linear Regression**
In linear regression, the relevance score $y_i$ of the $i^{th}$ candidate is predicted as a linear function of the selection criteria, which comprise the candidate’s feature vector $x_i$ plus noise $e$ (regression error):

$$y_i = w^T x_i + e.$$ (3)

The linear regression algorithm finds the optimal parameter vector $w$ that minimizes the regression error.

2) Regression Tree
When selection criteria interact in complex and non-linear ways, linear regression that constructs a linear prediction formula for all data space is not an appropriate model. Regression trees can be a viable alternative, as they recursively partition the predictor space using a divide and conquer approach. They have the same structure as propositional decision trees; internal nodes contain tests and leaves contain predictions for the class value (see Fig. 3). In our experiments, we use an M5’ model tree and a REPTree regression tree.

3) Support Vector Regression
Support Vector Machines (SVMs) are a set of related methods for supervised learning, applicable to both classification and regression problems. The power of SVMs comes from the kernel representation, which allows a non-linear mapping of input space to a higher dimensional feature space. The objective of Support Vector Regression is to find a function $f$ that minimizes the expected error – i.e., the integral of a certain loss function – according to the unknown probability distribution of the data. This minimizes the empirical risk that the estimated function differs from the original (yet unknown) one. Assuming $N$ data points and a Kernel $K$, the support vectors and the support values of the solution define the following regression function:

$$f(x) = \sum_{i=1}^{N} a_i K(x,x_i) + b \mid b, a_i \in \mathbb{R}.$$ (4)

V. EXPERIMENTAL EVALUATION
The proposed system was tested in a real-world recruitment scenario, to evaluate its effectiveness in ranking job applicants. The system’s performance evaluation is based on how effective it is in assigning consistent relevance scores to the candidates, compared to the ones assigned by human recruiters.

A. Data Collection
In the recruitment scenario used in our tests, we compiled a corpus of 100 applicants with a LinkedIn account and a personal blog, as these are key requirements of the proposed system. The applicants were selected randomly via Google blog search API with the sole requirement of having a technical background, as indicated by the blog metadata (list of interests), as well as a LinkedIn profile. Our corpus of job applicants was formed by choosing the first 100 blogs returned from the profile search API that fulfilled our preconditions. We also collected three representative technical positions announced by an unnamed IT company with different requirements, i.e., a sales engineering position, a junior programmer position and a senior programmer position.

The sales engineering position favors a high degree of extraversion, while experience is the most important feature for senior programmers. Junior programmers are mainly judged by loyalty (because a company would not invest in training an individual prone to changing positions frequently) as well as education. What’s more, each position has its own desired set of skills, which are matched with the skillset reported by each user at his LinkedIn profile. Specifically, the junior position requires programming skills in C++ or Java development languages, while the senior position requires a 5-year experience in J2EE technologies. The use of different requirements per position is expected to test the ability of our system to match candidate’s profiles with the appropriate job position.

B. Experimental Results
In our experiments, we assume that each applicant in the corpus has applied for all three available job positions. For each job position, applicants were ranked according to their suitability for the job position both by the system (automated ranking) and by an expert recruiter. Human recruiters had access to the same information as the system, i.e., the candidate’s blog and LinkedIn profile. It must be

<table>
<thead>
<tr>
<th>Correlation coefficient</th>
<th>LR</th>
<th>M5’ Tree</th>
<th>REP Tree</th>
<th>SVR, poly</th>
<th>SVR, PUK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sales engineer</td>
<td>0.74</td>
<td>0.81</td>
<td>0.81</td>
<td>0.61</td>
<td>0.81</td>
</tr>
<tr>
<td>Junior programmer</td>
<td>0.79</td>
<td>0.85</td>
<td>0.84</td>
<td>0.81</td>
<td>0.84</td>
</tr>
</tbody>
</table>
nated that the selection criteria are known to the system, the recruiter’s interpretation of the data and the exact decision-making process is unknown and must be learned.

In our first experiment, we use Weka [14] to evaluate the learning-to-rank models. Specifically, we test the correlation of the scores output from the system (i.e., model predictions) with the actual scores assigned by the recruiters, using the Pearson’s correlation coefficient metric. Table I shows the correlation coefficients for 4 different machine learning models, namely: Linear Regression (LR), M5’ model tree (M5’), REPTree decision tree (REP), and Support Vector Regression (SVR) with two non-linear kernels (i.e., polynomial kernel and PUK universal kernel).

It can be seen that the Tree models and the SVR model with a PUK kernel produce the best results. On the other hand, Linear Regression performs poorly, suggesting that the selection criteria are not linearly separable. It must be noted here that all values are averages, obtained with the 10-fold cross validation technique.

It can be seen in Table I that the consistency of the system’s scores is highly dependent on the nature of the offered positions. For the sales position, the recruiter’s judgment is dominated by the highly subjective extraversion score, thus increasing the uncertainty of the overall relevance score. Still, the system was able to achieve a correlation coefficient of up to 0.81, depending on the regression model used. On the other hand the selection of junior programmer candidates is based on more objective criteria such as loyalty and education, thus resulting in a slightly higher correlation coefficient, up to 0.85. Finally, the senior programmer’s position exhibited the lowest consistency, with a Pearson’s correlation of up to 0.73. This can be attributed to the high complexity of building a regression model for a senior position, which typically requires domain-specific experience and specific qualifications.

In our second experiment, we evaluate the effectiveness of the personality mining scheme, presented in Section III. As mentioned earlier, our system exploits textual data from the candidate’s blog to predict his extraversion score, as determined by an expert recruiter who had access to the same blog posts. The extraversion score is predicted by training a regression model to the extroversion scores assigned from the recruiter to each of the 100 candidates. In this experiment we use Weka to test the effectiveness of 4 different regression models, compiling a table (Table II) with the Pearson’s correlation coefficients and relative errors between system’s and recruiter’s scores. It must be noted that regression models try to replicate the actual scalar values associated by the recruiter, which is a hard problem. Nevertheless, a significant correlation was found, with a Pearson’s coefficient of up to 0.65.

### Table II. Correlation coefficients and relative errors for applicant’s extraversion score vs machine learning models

<table>
<thead>
<tr>
<th>Correlation coefficient</th>
<th>LR</th>
<th>M5’ Tree</th>
<th>REP Tree</th>
<th>SVR, poly</th>
<th>SVR, PUK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson’s Coefficient</td>
<td>0.63</td>
<td>0.63</td>
<td>0.65</td>
<td>0.28</td>
<td>0.65</td>
</tr>
<tr>
<td>Relative error</td>
<td>25.3%</td>
<td>25.3%</td>
<td>22.5%</td>
<td>57.4%</td>
<td>23.1%</td>
</tr>
</tbody>
</table>

VI. Prototype implementation

The proposed e-recruitment system was fully implemented as a web application, in the Microsoft .Net development environment. In this section we will present the main application screens and discuss our design decisions and system implementation. The system is divided in the recruiter’s side and the user’s side.

A. Job application process (user’s side)

Job applicants are given the option to authenticate using their LinkedIn account credentials (see Fig. 4) to apply for one or more of the available job positions. This allows the system to automatically extract the selection criteria required for candidate pre-screening from the applicants’ LinkedIn profile, so the user experience is streamlined. Users are authorized with LinkedIn API, which uses OAuth [15] as its authentication protocol. After successful user authentication, an OAuth token is returned to our system which allows retrieving information from the candidate’s private LinkedIn profile. It must be noted here that the system does not have direct access to the candidate’s account credentials, which could be regarded as a security risk. Users without a LinkedIn profile are given the option to enter the required information manually.

As part of the job application process, the candidate is asked to fill-in the feed URI of his personal blog. This allows our system to syndicate the blog content and calculate the extraversion score with the personality mining technique presented in Section III. Blog posts are input to the TreeTagger tool [16] for lexical analysis and lemmatization. Then, using the LIWC dictionary which is distributed as part of the LIWC tool, our system classifies the canonical form of words output from TreeTagger in one of the word categories of interest (i.e., positive emotion,
negative emotion and social words) and calculates the LIWC scores. Finally, the system estimates the applicant’s extraversion score.

B. Recruitment process (recruiter’s side)

After authenticating with their account credentials, recruiters have access to the recruitment module, which gives them rights to post new job positions and evaluate job applicants. In the “rank candidates” menu, the recruiter is presented with a list of all available job positions and the candidates that have applied for each one of them. Upon the recruiter’s request, the system estimates applicants’ relevance scores and ranks them accordingly. This is achieved by calling the corresponding Weka classifier, via calls to the API provided by Weka. The recruiter can modify the candidate ranking, by assigning his own relevance scores to the candidates, as shown in Fig. 5. This will improve the future performance of the system, as the recruiter’s suggestions are incorporated in the system’s training set and the ranking model is updated. It must be noted here that the ranking model is initialized as a simple linear combination of the selection criteria, until sufficient input is provided from the recruiters to build a training set.

VII. CONCLUSIONS

In this paper, we have presented a novel approach for ranking job applicants in online recruitment systems. The proposed scheme relies on objective criteria extracted from the applicants’ LinkedIn profile and subjective criteria extracted from their social presence, to estimate applicants’ relevance scores and infer their personality traits. Candidate ranking is based on machine learning algorithms that learn the scoring function based on training data provided by human recruiters. An integrated company oriented e-recruitment system was implemented based on the proposed scheme. Our system was employed in a large-scale recruitment scenario, which included three different offered positions and 100 job applicants. The application of our approach revealed that it is effective in identifying the job applicants’ extraversion and ranking them accordingly.
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