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Abstract— Data mining was proven to be an efficient way to 

find new and useful knowledge in data. Since data 

dimensionality has major implications on the performance of 

the algorithms used, one of the data pre-processing operations 

refers to reducing the number of features. One way to do that 

is feature selection based on their relevance and redundancy 

analysis. This paper presents a feature selection method which 

is applied on data provided by TERAPERS – a computer-

based speech therapy system for Romanian children suffering 

of dyslalia. 
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I.  INTRODUCTION 

The development of the informational society, which led 
to the increased use of the information technology in the 
most diverse areas of life, has allowed collecting and storing 
a huge amount of data. For this reason, over the last years we 
have witnessed the development of a research area designed 
to analyze large volumes of data in order to discover 
valuable and unexpected information, called Knowledge 
Discovery in Databases (KDD). 

Defined as the process of identifying “valid, novel useful 
and understandable patterns from large data sets” [1], KDD 
can be viewed as a sequence of several steps. A symbolic 
representation of KDD process is presented in Figure1 [2]. 

It starts with a business analysis for determining the 

KDD goals. Then, there is a data understanding stage which 

aims to collect and describe data and to verify data quality, 

followed by the data preparation stage. The core of KDD 

process is the data mining stage. Data mining involves the 

analysis of large volumes of data using algorithms which, at 

acceptable efficiency of calculation, produce a particular 

enumeration of patterns from such data. As an exploration 

and analysis technique applied on large amounts of data in 

order to detect patterns or rules with a specific meaning, data 

mining may facilitate the discovery, from apparently 

unrelated data, of relationships that are likely to anticipate 

future problems or might solve the problems under study. It 

involves the choice of the appropriate data mining task, and, 

taking into account specific conditions, the choice and the 

implementation of the proper data mining algorithm. For the 

next stage, the mined models are evaluated against the goals 

defined in the first stage. The last stage of the process uses 

the knowledge discovered in order to simply generate a 

report or to deploy a repeatable data mining process. 
 

 
Figure 1.   Overview of KDD process 

Although the stage of applying data mining algorithms is 
considered the key element of the KDD process, it must be 
noted that the results provided in this phase are strongly 
conditioned by several factors such as: data quality and their 
organization. It is known that in data collected from various 
primary sources one can find missing values, distortions 
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misrecording or inadequate sampling. Therefore, it is very 
important to carefully examine the data before carrying out 
further analyses. Moreover, as one of the most critical 
operations in the KDD process, the proper preparation and 
transformation of the initial data set are essential in order to 
produce useful features for the selected data mining methods. 

Data preparation is focused mainly on two issues: firstly, 
the data must be organized into a standard processing form 
by data mining algorithms, and, secondly, the data sets used 
must lead to the best performance and quality for the data 
mining stage. 

II. DIMENSIONAL DATA REDUCTION FOR DATA MINING  

Nowadays, huge amount of data are easily collected and 
stored. The dimensions of a data set are determined both by 
the number of cases and by the number of features 
considered for each case. Most data mining techniques may 
not be effective for high-dimensionality data, so the solution 
consists in data dimensionality reduction. To analyze the 
opportunity of data reduction we need to know what are the 
gains and losses, and therefore, we must compare computing 
times and predictive or descriptive accuracy for the model 
built for the whole dataset with those built for reduced data 
sets. 

In order to reduce the number of cases, sampling or 
filtering can be used. By filtering, the cases that do not 
satisfy an imposed condition can be removed from the 
analyzed data set; by sampling, a subset of cases with a 
similar behavior to the whole population can be built. In the 
last case, a sampling error always occurs: it decreases with 
the increase in the size of subset, and it becomes zero when 
the complete data set is considered. The size of a suitable 
subset is calculated by taking into account the computation 
cost, the accuracy of the estimator and some data 
characteristics.  

On the other side, feature reduction may be achieved 
either by feature selection or by feature composition. These 
methods should produce fewer features, so the algorithms 
can learn faster and even the accuracy of the built models 
could be improved [3]. 

 Feature composition involves data transformations that 
can improve the results and performances of data mining 
operations. Feature selection aims to detect a subset of 
features having data mining performances comparable to the 
full set of features, but with significantly reduced 
computational costs.  This is possible using either feature 
ranking or minimum set algorithms. 

Feature ranking algorithms provide ranked lists of 
features, ordered according to specific evaluation criteria 
such as: data accuracy and consistency, information content 
or statistical dependencies between features. They provide 
information on the relevance of a feature compared to the 
relevance of other features, without showing the desirable 
minimum set of the features. On the other hand, minimum 
subset algorithms consider that all features have the same 
relevance and return a minimal set to be used for further 
analyses.    

Feature selection depends on the overall processing goal 
and its performance evaluation criteria, on the existing data 

set and the type of model targeted, on the original set of 
pattern features and on the defined feature selection criterion.  

Data dimensionality reduction affects all phases of a data 
mining process. It must be started in the data preparation 
stage. In many cases, feature reduction is part of the data 
mining algorithm and it can also be applied in the evaluation 
stage for a better evaluation and consolidation of the results 
obtained.  

We can therefore conclude that, by means of the data 
dimensionality reduction, we aim to improve the 
performance of the data mining operation, as well as that of 
the resulted models, to reduce the model dimensionality 
without affecting its quality, and last but not least, to allow 
the user to visualize results in fewer dimensions in order to 
improve the decision making process. 

III. FEATURE SELECTION BASED ON RELEVANCE AND 

REDUNDANCY ANALYSIS  

Practice has demonstrated that irrelevant input features 
induce great computational costs for the data mining process 
and may lead to overfitting. To avoid these drawbacks, 
feature selection research has focused on the choice of 
relevant features from the whole data set [4]. Some results 
have also revealed the existence and the negative effect of 
feature redundancy [3] [5] [6]. The conclusion was that it is 
necessary to reduce the number of redundant features to a 
minimum level in order not to affect the accuracy of the 
model built. In [7] it is stated that “features are relevant if 
their values vary systematically with category membership”. 
This means that a feature is relevant if it is correlated with 
the class.  This was formally defined in [3] as follows: a 
feature Fi is relevant iff there are fi and c for which P(Fi=fi) > 
0, so that  

P(C=c|Fi=fi) ≠ P(C=c)       (1) 
A complete definition of feature relevance takes into 

account the existence of three disjoint categories of features 
named: strongly relevant, weakly relevant and irrelevant 
features [8]. 

Let F be the original set of features, Fi a feature, Si = F-
{Fi} and C the class associated. 

It can be said that: 

• Fi is strongly relevant if 

P(C|Fi,Si) ≠ P(C|Si)  (2) 

• Fi is weakly relevant if 

P(C|Fi,Si) = P(C|Si) and  

    ∃ S’i ⊂ Si, so that P(C|Fi,S’i) ≠ P(C|S’i)      (3) 

and, finally, 

• Fi is irrelevant if 

∀ S’i ⊂ Si, P(C|Fi,S’i) = P(C|S’i)   (4) 
A feature with strong relevance is always necessary for 

an optimal subset and it cannot be removed without affecting 
the original conditional class distribution. A weakly relevant 
feature is not always necessary but in certain condition it 
may become necessary, whereas an irrelevant feature is not 
necessary at all. 

Feature redundancy can be expressed using the feature 
correlation property, since it is accepted that two features are 
redundant to each other if they are completely correlated. In 
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order to define the redundancy of features, it is useful to 
define the feature’s Markov blanket [5]. 

Let us consider the notation mentioned above, and let be 

Mi ⊂ F (Fi∉Mi). Mi is said to be a Markov blanket for Fi if 

P(F-Mi-{Fi}, C|Fi, Mi) = P(F-Mi-{Fi},C|Mi)    (5) 
The condition above requires that Mi contains both the 

information that Fi has about C and about all the other 
features. 

Finally, we could say that a feature Fi is redundant and it 
should be removed from F if and only if it is weakly relevant 
and it has a Markow blanket Mi within F. 

A short look over a whole set of features reveals that it 
may contain four disjoint parts. These are: irrelevant 
features, redundant features as part of weakly relevant 
features, weakly non-redundant relevant features and 
strongly relevant features. An optimal subset must contain all 
relevant features and the weakly relevant but non-redundant 
ones. 

Relevance is usually defined in terms of correlation or 
mutual information, so the mutual information on the data 
can be used as a feature selection criterion. In order to define 
mutual information for two variables (or features) we start 
from the concept of entropy, as a measure of random 
variable uncertainty. For a variable X, the entropy is defined 
as: 

∑−=
i

ii xPxPXE ))((log)()( 2
  (6) 

The entropy of a variable X, after observing the values of 
another variable Y, is defined as: 

(7) 
 

 
where P(xi) is the prior probability for all values of X, and 
P(xi|yi) is the posterior probabilities of X given the value of 
Y. The value by which the entropy of X decreases, estimates 
additional information about X provided by Y. It is called 
information gain [9] and it is calculated using the following 
expression: 

I(X,Y) = E(X) - E(X|Y)  (8) 
We take into account that for the discrete random 

variable, the joint probability mass function is 
P(xi|yj) = P(xi,yj) / P(yj)  (9) 

and the marginal probability function p( x) is: 

( ) ( ) ( ) ( )∑ ∑==
j j
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where p(x,y) is joint probability distribution function of X 
and Y, and p(xi) and p(yj) are the marginal probability 
distribution functions of X, respectively Y. Since these are 
probabilities, we have 
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Finally, for two discrete random variables X and Y, 
information gain is formally defined as: 
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According to this expression, we could state that a 
feature Y is more correlated to feature X than feature Z if: 

I(X,Y) > I(Z,Y)   (13) 
It can be observed that information gain favors features 

with more values, so it should be normalized. In order to 
compensate its bias and to restrict its values to range [0,1], it 
is preferable to use the symmetrical uncertainty [10], defined 
as: 

 
                            (14 )                      
 

A value of “1” for symmetrical uncertainty means that 
knowing the values of either feature completely predicts the 
value of the other, whereas a value of “0” implies that X and 
Y are independent.  

There are many feature selection methods that consider 
the subset evaluation approach. In these cases, feature 
relevance and features redundancy are handled. 

In the traditional framework for feature selection using 
subset evaluation [11], candidate feature subsets based on a 
certain search strategy are produced. Each of the candidate 
subsets is evaluated by a certain measure and it is compared 
with the previous best one with respect to this measure. If the 
new subset is found to be better, it replaces the previous best 
subset. These two stages are repeated until a stopping 
criterion is satisfied. This method poses difficulties due to 
the searching through the feature subsets. 

A new framework proposed in [12] avoids implicitly 
handling features redundancy and allows an efficient 
elimination of redundant features by explicitly handling the 
features redundancy. This framework, presented in Figure 2, 
consists of two steps: firstly, the relevance analysis is carried 
out and the irrelevant features are removed; secondly, a 
redundancy analysis provides the final subset by eliminating 
the redundant features from the relevant ones. The advantage 
of this method consists in the decoupling relevance and the 
redundancy analyses that lead to an efficient way to find a 
subset that approximates an optimal subset. 

 

 
Figure 2.  Feature selection  through  relevance and redundancy analysis  

Let us use SU(X,Y) as a correlation measure for both the 
relevance and redundancy analysis. Such a correlation 
between any feature Fi and the class C is called C-correlation 
(SU(Fi,C)) and the correlation between any pair of features Fi 

and Fj (i≠j) is called F-correlation [13]. 
As we have noted above, the optimal features subset 

contains those feature which are strongly correlated with the 
class but are not correlated with each other, and are not 
redundant. In order to achieve that, C-correlation for each 

feature must be calculated. Once a relevance threshold γ is 
established experimentally by the user, one can assume that a 

feature Fi is relevant if SU(Fi,C) > γ. After relevant features 
are selected, they are subject of redundancy analysis. In a 
natural approach, one could evaluate the correlation between 
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individual features for redundancy analysis, but there are two 
drawbacks. Firstly, if two features are not completely 
correlated, it is difficult to determine feature redundancy and 
which one should be removed. Secondly, this involves 
calculating the F-correlation for a great number of pairs 
which it is inefficient for high-dimensional data sets. To 
avoid these problems it is indicated to approximately 
determine feature redundancy by approximating Markov 
blankets for the relevant features found in the previous stage. 
The basic idea is that a feature with a greater C-correlation 
value offers more information about the class than a feature 

with a smaller one. Consequently, when SU(Fj,C) ≥ 
SU(Fi,C), it is necessary to evaluate if Fj can form an 
approximate Markov blanket for Fi in order to keep more 
information about the class. For two relevant features Fi and 

Fj (i≠j), we could say that Fj forms an approximate Markov 
blanket for Fi if [13] : 

SU(Fj,C) ≥ SU(Fi,C)      (15) 
 
and 

SU(Fi,Fj) ≥ SU(Fi,C)                      (16) 
 
In (15), SU(Fi,C) is heuristically used as a threshold to 

establish if the F-correlation SU(Fi,Fj) is a strong one. 
So, in order to find the appropriate feature subset, those 

for which there are Markov blankets, which are redundant, 
should be eliminated from the relevant feature set. 

The whole process is presented in Figure 3. 
 
Input:   {F,C} ; F={F1, F2, … Fn} 

              γ 
Output: Sopt 

 

1. S= φ 
2.    for i=1 to n do begin 
3.       calculate SU(Fi,C) 

4.           if SU(Fi,C) ≥ γ 

5.               S=S ∪ {Fi} 
6.    end                      // S contain all relevant features 
7. order  S descending on SU(Fi,C)        // this aims to  

make easier the comparison  between SU(Fi,C) and 

SU(Fj,C) for i≠j 
8. Fj= FirstElement(S) 
9.   do  begin 
10.       Fi =NextElem(S,Fj) 
11.          if  Fi is not null 
12.               do begin 

13.                   if  SU(Fi, Fj) ≥ SU(Fi,C) 
14.                       S = S-{Fi} 
15.                    Fi=NextElement(S,Fi) 
16.               until Fi is not null 
17.        Fj = NextElement(S, Fj)  
18.     until Fj is not null 
19. Sopt = S        
 

Figure 3.  Feature selection method 

As it can be observed in the first phase (lines 1-6), one 
obtains the relevant feature set S. These features are 
decreasingly ordered (line 7) according to their SU values. 
Then, the ordered list S is processed (lines 8-19) in order to 
select the optimum feature subset. This means that the 
features are filtered based on the presence or the absence of 
approximate Markov blankets. 

IV. EXPERIMENTAL RESULTS  

A. Data Set Description 

We have tested this method on data collected by the 
TERAPERS system. This is a system which aims to assist 
the personalized therapy of dyslalia (an articulation speech 
disorder) and to track how the patients respond to various 
personalized therapy programs. Implemented in March 2008, 
the system is currently used by the therapists from Regional 
Speech Therapy Center of Suceava.  

An important aspect of assisted therapy refers to its 
ability to adapt to the patients’ characteristics and evolution. 
In order to adapt the therapy programs, the therapist must 
carry out a complex examination of children, through 
recording relevant data related to personal and family 
anamnesis. Anamnesis data can provide information on the 
various causes that may negatively influence the normal 
development of language. It contains historical data and data 
provided by the cognitive and personality examination. 

The data provided for the personalized therapy programs 
includes the number of sessions/week, exercises for each 
phase of therapy and the changes of the original program 
according to the patient evolution. In addition, the report 
downloaded from a mobile device collects data on the efforts 
of child self-employment. The data refers to the exercises 
done, the number of repetitions for each of these exercises 
and the results obtained. The tracking of child’s progress 
materializes data indicating the assessing time, and the 
child’s status at that moment. All this data is stored in a 
relational database, composed of 60 tables. 

The data stored in the TERAPERS’s database together 
with the data from other sources (e.g. demographic data, 
medical or psychological research) compose the set of raw 
data that can constitute the subject of data mining process. It 
might be useful, because as it was shown in [14], one can use 
classifications in order to distribute the people with different 
speech impairments in predefined classes (if attribute 
diagnosis contains class label, we can predict a diagnosis 
based on the information contained in various predictor 
variables), clustering can be used to group people with 
speech disorders on the basis of features similarity and to 
help therapists to understand who are their patients; also, one 
can use association rules to determine why a specific therapy 
program has been successful on a segment of patients with 
speech disorders, while it was ineffective on another segment 
of patients. 

For our experiments, a data set consisting of 102 features 
with numeric and descriptive values and 400 cases was 
considered. This is anamnesis data or data derived from 
complex examinations, based on which classification models 
will be built, in order to suggest the diagnosis for future 
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cases. Firstly, we have eliminated the features that obviously 
are not relevant for the objective set (e.g. parents’ name and 
work place) and we obtained 71 features. The feature 
selection method described above was applied on this data 
set, and we have compared the performances of the model 
built on the reduced set of features with those obtained for 
the model built on the whole data set.  

Shown in Figure 4, this experiment is designed and 
implemented in WEKA [15]. 

The attribute “diagnosis” was considered as class label, 
and three patients’ classification processes were built. There 
are identical in terms of models, but they differ because the 
same operators are applied on different datasets.   

The first process is carried out on the whole set of 
features, the second one uses a reduced set which contains all 
the relevant features, while the third one is applied on the 
data set formed only by the relevant and non-redundant 
features. 

An experiment containing three processes, each of them 
using another classification model was carried out (Figure 4). 
Two rules classification models and a decision tree model 
(J48) have been considered. 

Relevant features are obtained by the C-correlation 
estimation. As it can be noticed in Figure 5, an ordered list of 
features is obtained and those for which SU(Fi,C) = 0 are 
removed. The result consists of 52 relevant features. The 
final feature subset, obtained by removing those for which 
the expression (16) is respected, (lines 13-14 in Figure 3), 
contains 10 features. 

 
 

 
 

Figure 4.  WEKA Knowledge flow for the classification experiment 

 
An analysis of the performances of the three processes, in 

terms of percent-correct classified cases is shown in Figure 
6, and a visual comparison between these performances is 
presented in Figure 7. 

As it can be observed, there are little differences between 
the percent-correct classified cases for the same classifier 
applied on the three data sets. For the methods studied, the 

best results are obtained for the subset of relevant and non-
redundant features subset. 

 

 
Figure 5.  Partial list of relevant features  

 

 
Figure 6.  Percents of corrected classified cases for the three data sets 
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Figure 7.  Percents comparison of the corrected classified cases 
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Significant differences between the three processes have 
been obtained for the elapsed training time. These results are 
presented in Figure 8. As it is shown for all the three 
methods, the best times are achieved for the subset consisting 
of relevant and non-redundant features.  

Practically, for the dataset consisting in 400 cases 
described above, for the least efficient method (rules.oneR), 
the training process for the whole set of features lasted 0.37 
sec, while for the feature subset containing only relevant and 
non-redundant features this process it lasted 0.05 sec; for the 
most efficient method (tree.J48), the elapsed training time for 
the whole set of features was 0.06 sec and for the relevant 
and non-redundant features this time was 0.01 sec. 

Elapsed time training 
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Figure 8.  Comparison of elapsed time training 

 

V. CONCLUSIONS AND FUTURE WORK 

This work is part of the research that aims to implement a 
data mining system that will allow the optimization of 
personalized therapy of speech disorders for children with 
dyslalia. Combining the feature selection methods with the 
data mining algorithms is a good practice; therefore, in this 
paper, we have studied such a method based on the features 
relevance and redundancy analysis.   

This method, applied on the anamnesis data provided by 
TERAPERS, has shown that both the percent of correctly 
classified cases and that of the elapsed time for training are 
better if the considered data mining algorithms are applied 
on data containing a reduced subset of features.  

It must be noted that these results cannot be generalized 
for all data mining methods and algorithms. This is why we 
intend to study the impact of feature reduction on clustering 
and association rules mining. 
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