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Abstract—Needs and wishes regarding the interaction with
ICT solutions change over time and vary between older adults.
They depend on the user’s physical and mental capabilities and
preferences. In particular usability, accessibility, as well as the
freedom of choice concerning the interaction with such systems
are the crucial points for acceptability and applicability. The
aim of the AALuis project is to offer a practical solution for
adapting user interfaces and services to changing needs and
wishes of older adults in a flexible way by providing various
devices and I/O modalities. The paper describes the approach for
the integration of an avatar into the generated user interfaces.
The user interfaces aim to provide consistent look and feel for
different services to interact using the user’s preferred modality.
In the first development cycle, the focus was on covering the
whole transformation process from abstract task descriptions to
renderable UIs to be displayed on various I/O devices. First eval-
uations in a lab setting have been performed to detect usability
issues. The participants gave very positive feedback about the
identical layout of the application on different I/O devices, but
nevertheless some usability issues have been identified. Solutions
to tackle these issues are presented in this paper and especially
the avatar integration will be a big step towards an increased
acceptance of AAL services and their user interfaces.
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I. INTRODUCTION

Older adults benefit from information and communication
technology solutions and services in the Ambient Assisted
Living (AAL) domain. Needs and wishes regarding the inter-
action with ICT solutions change over time and vary between
older adults. They depend on the user’s physical and mental
capabilities and preferences. Many currently available user
interfaces (UIs) for ICT solutions for older adults often do not
take these factors into account. And that is problematic, since
the user interface has to be considered critical to the success or
failure of an ICT product or service [1]. In particular usability,
accessibility, as well as the freedom of choice concerning
the interaction with such systems are the crucial points for
acceptability and applicability. Furthermore, the benefit of such
systems for the user him- or herself, for the society and also for
other stakeholders depends on these issues [2]. Coherence (i.e.,
a seamless control of different services and appliances within
the user interface), task orientation (i.e., the user interface
should allow to start functionalities but not expose how it
will be achieved), scalability (i.e., the possibility to reduce

and/or expand the functionality of the user interface) and
accessibility (i.e., accessible for a wide range of users) are
important features when talking about user interfaces [3].

The aim of the AALuis project [4] is to offer a practical
solution for the adaptation of user interfaces and services
to changing needs and wishes of older adults in a flexible
way by providing user interfaces for various devices and with
multiple, possible I/O modalities. These objectives are based
on the following three major challenges to improve the way
older adults interact with AAL services: (1) Older adults are
a very heterogeneous target group. A change of capabilities
and needs over time is normal and typical within the process
of aging. (2) Exchangeability, flexibility and usability of user
interfaces and their standardized integration are of uttermost
importance. (3) Freedom of choice regarding the user interface
helps with an assisted living lifestyle approach and avoidance
of care-stigmatized services are crucial challenges for scalable
services.

The generated user interfaces are intuitive and follow recent
market trends as the focus is on multi-touch tables, portable
devices and smart-TV based solutions. The rendered interfaces
offer new intuitive ways of interaction and avatar interfaces
simulating a ”face to face” communication. Using an avatar
as a virtual presenter of information creates additional value,
since the addition of a visual display to verbal information can
increase the intelligibility and enhance the robustness of the
information transmission [5] as known from natural speech
[6]. The paper describes the approach for the integration of
the avatar into the generated user interfaces, which aim to
provide consistent look and feel for different services with the
possibility for interactions using the user’s preferred modality.

The paper is structured in the following way. After the
introduction (Section I) and a brief description of the state of
the art in (semi-)automatic user interface generation (Section
II), an overview over the used methodologies and approaches
is given (Section III). Thereafter, some intermediate results
(Section IV) and an outlook for improvements (Section V) are
presented. Finally, the presented solution is discussed (Section
VI).

II. STATE OF THE ART

Currently, user interfaces are customized for the device
they are implemented for. There are approaches to separate
the appearance and control of the user interface from the
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device. However, these solutions are focused on the device-
independent display of multimedia content and hence are too
complex with respect to content delivery and not suitable for
the device-independent control of services in the AAL context.
To overcome those issues User Interface Description Lan-
guages (UIDL) [7] have been invented. Instead of creating an
user interface for a specific platform directly, the user interface
is modelled in a more abstract format. The model describes the
necessary interaction elements of the user interface for all tasks
to be carried out in a machine-readable form, which can be
used for the (semi-)automatically generation of the renderable
user interface.

In recent years, there has been research going on regarding
the (semi-)automatic generation of user interfaces. universAAL
aims to develop an open platform to ensure technically feasibil-
ity and economically viability to conceive, design and deploy
innovative AAL services [8]. The approach is to detach the UI
bus fully from the service and context bus and to create the user
interface using XForms. Another approach is the URC, which
is an international standard (ISO/IEC 24752) defining a way to
control arbitrary electronic devices or services (i.e., hardware
or software) with interoperable, pluggable user interfaces. The
UCH [9] realizes the URC standard as a middleware server
component providing connection points to existing, non URC
compliant entities. Another approach is to use a task model for
the creation of the renderable user interface [10] [11], which
is the basis for the presented work.

III. METHODOLOGY AND APPROACHES

A. User interface generation and adaptation

In Figure 1, the overall user interface generation and
adaptation process is depicted. The generated user interfaces
and the services are connected by the intermediate OSGi based
AALuis layer, which performs the whole dialog management
and transformation process. The middleware layer can either
run stand-alone or on top of another OSGi based AAL mid-
dleware (e.g., HOMER [12]–[14]).

The services are integrated into the AALuis layer either
as an OSGi bundle or as a loosely-coupled web service. To
ensure that the service developers just need to take care about
their services, but do not need to worry about the final user
interface, they have to provide a description of the task flow of
the service in concur task tree (CTT) notation [10]. A simple
binding file in XML format connects concrete service methods
to its corresponding CTT tasks.

The user interface is generated at run-time based on the
task flow description. In the transformation process from the
CTT to an abstract user interface (AUI) in MariaXML [11]
to the renderable user interfaces (RUIs) in HTML5 different
information is taken into account: (1) the user preferences, (2)
the available devices and their capabilities, (3) service and task
context, and (4) environmental context.

A user preference can, for example, be that the user prefers
to use the animated talking avatar as an additional output
modality to display text information.

B. Generation of the avatar

The avatar generation is carried out on a server with 3D
graphics hardware and custom server software components.
These components comprise a control server software that

Fig. 1. The AALuis user interface generation process

also contains the logic for animation automation, an audio
speech synthesis module, a lip-sync component, a 3D render
engine with additional video compression functionality, and
a webserver that provides the generated video files. The
components communicate via TCP/IP, the control server is
queried over the internet via the WebSocket [15] protocol.

A given text is sent to the control software and converted
to audio speech by CereProc cServer [16], a commercial test-
to-speech synthesizer. As intermediate data of this step a
phonetic transcription, i.e., a sequence of phones to be spoken
with their durations, is generated. This infromation is used
to create control commands for jaw opening, lip opening, lip
spreading, and tongue tip raising of the avatar by a numerical
articulation model [17] implemented in the lip-sync module.
A unique animation script is composed at each request. It
layers the speech animation and an adequate sequence of body
movements from a large set of animation clips. Words that are
prominent in the synthesized audio speech signal are assigned
to animation clips that visually emphasize the respective part
of the spoken text by hand gestures, head or body movements.
The animation script is executed, rendered by a modified 3D
computer game engine, and converted by FFmpef [18] into
an h.264 video that shows the avatar speaking the given text
with speech-accompanying hand gestures and head and body
movements.

C. Integration of the avatar

An interface to communicate with the avatar server is di-
rectly integrated into the OSGi framework running the AALuis
layer. Character and scene settings for the avatar are defined by
the service. The text and the settings (e.g., language) are passed
on as call parameters and the avatar creation engine returns a
reference to the generated and cached video file (Figure 2).

VideoObject video =
zoobeService.getVideoFromText
(sInputText, sLang, ...)

Fig. 2. Code snippet for the avatar creation

Each task can have several input and output parameters.
As mentioned in Section III-A, the binding.xml file binds these
task parameters to concrete service methods by using a special
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AALuis data format (AALuisData). This allows the transport
of different data types and is internally realized as a kind of
key/value map, which enables the multi-modality support. By
the fact that each task is able to serve multiple and different
modalities, the transformation process places the current used
modality set into the transformation context variable. In Figure
3, one can see a snippet of the context variable representing
text and avatar based output.

eu.aaluis.context.service.data: {
"/aaluis/task/AALuisService/Greet": {
"text/plain":"Welcome to AALuis!",
"application/x-mpegURL":
"http://.../cacheManager/0254668.mpeg"
}

}

Fig. 3. Code snippet for the context variable

Depending on the device and user preference either
text/plain and/or the application/x-mpegURL (video) will be
rendered. If so, the generated video file is directly embedded
in the renderable user interface. The video file is streamed from
the server and played when the user interface is displayed. The
video file is cached locally and played from the file system,
if the same utterance is requested with the same parameters
again [2].

IV. INTERMEDIATE RESULTS

In the first development cycle, the focus was on covering
the whole transformation process from abstract task descrip-
tions to renderable user interfaces to be displayed on various
I/O devices. In Figure 4, one can see a generated user interface
of the first prototype. Usability and the integration of avatars
are the main goals of the second development iteration.

First evaluations in a lab setting have been performed to
detect usability issues. The participants (two groups - UG1
(N = 5; 67 ± 7 years) and UG2 (N = 4; 76 ± 4 years)) gave
positive feedback about the identical layout of the application
on different I/O devices, but nevertheless, some usability issues
have been identified. These issues covered disappearing navi-
gation possibilities when scrolling down, missing titles on the
different screens which led to confusions regarding the actual
functionality of the application and the grouping of interaction
items (buttons). Concerning the grouping, participants were ir-
ritated by the placement of buttons for confirmation/activation
(e.g., send message) and navigation jointly at the top of the
application.

All participants in user group 1 had general knowledge
of technical devices, their own TV, and a mobile phone. All
participants in user group 2 were living at home but needed
some sort of support. In user group 2, all but one participants
had no experience with touch screens and refused to use them
or were not able to use them anymore due to health problems.

V. OUTLOOK

The focus in the second development cycle will be to solve
the detected usability issues and on enriching the generated
user interfaces. Thus, the specification for the second prototype
has been updated based on the evaluation results and the

Fig. 4. Generated UI

integration of images and especially the avatar. As described
in Section III-C, the AALuis layer is already capable of
avatar integration, but the integration is not yet realized in the
transformation process. This will be done in the final prototype.
In Figure 5, one can see a sketch for the placement of the avatar
as an additional modality for the presentation of information.
It is planned to enable the user to start, stop and replay the
information presented by the avatar. The figure also illustrates
the dual modality by presenting the same information once as
text and once as an avatar video as channel for audio-visual
speech.

The issue of misleading grouping of interaction items
will be tackled by using control types in the abstract user
interface which are specified in the MARIA language, namely
ACTIVATOR control and NAVIGATOR control. The idea is
not to extend the CTT with additional semantic, but just to
use the only available interaction task of type CONTROL
and to distinguish between NAVIGATION (i.e., to navigate
back to the previous rendered user interface), ACTIVATOR
(i.e., to execute a POST method on the current rendered user
interface) and option controls (i.e., all other controls) in the
first transformation step creating the abstract user interface by
analyzing the CTT of the service in detail. Option controls
are not defined in the MARIA language, thus a grouping
mechanism to summarize all controls that will be rendered
in the ”option” menu will be performed. The title for each
presentation task set, which is a group of all enabled tasks
at the same time, will be derived from the currently active
ACTIVATOR command and be displayed as title for the active
screens.

VI. CONCLUSION AND FUTURE WORK

As mentioned in Section IV, the results of the first evalua-
tions are promising and the overall feedback was positive. Nev-
ertheless there are still some usability and acceptance issues to
be solved. Some solutions, which are mainly based on the user
feedback, are presented in this paper and especially the avatar
integration will be a big step towards an increased acceptance
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Fig. 5. Mock-up with integrated avatar for a tablet

of AAL services and their user interfaces. The improvements
are all based on the evaluation results, interviews, experiences
from other research projects and a former study [19] [20].
Further evaluation tests with older adults, which are planned
in the course of the project, will bring deeper insights on
acceptability, likeability and usability of avatars within AAL
environments.

Generated user interfaces tend in general to be not very
user-friendly. AALuis tries to change this using a layered
template approach. One of the lessons learned from the
first evaluations is that one has to find a good compromise
between flexibility and user-friendliness. When dealing with
older adults, the usability of the user interface is of uttermost
importance. Typically, more user-friendly interfaces are less
flexible from the middleware point of view and very flexible
user interfaces (being almost completely automatically gener-
ated) tend to be less usable. Using the approach of taking user-
friendly templates and merging them with accessibility needs
and content seems to be promising. However, this approach
might be not flexible enough or too complicated and thus has
to be evaluated in the future.

The AALuis layer will be released as an open source
module and thus can contribute to speed up the development
process of AAL services and user interfaces and as a conse-
quence to reduce related costs. Using this strategy, AALuis can
be a driving force for the development of new and innovative
user interfaces and services for older adults. For this purpose,
the acceptance of service developers is of importance; thus,
a standardized and relatively easy integration and usage of
the AALuis layer in other AAL systems is one of the key
objectives.
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