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Abstract—Sensorization aims at equipping technical struc-
tures with an analog of a nervous system by providing a
network of sensors and communication facilities that link
them. The objective is that, instead of having been designed
to loads and tested to conditions, a structure can experience
and report design constraint violations by means of real-time
self-monitoring. Specialized electronic components and com-
putational algorithms are needed to derive meaning from the
combined signals of integrated sensors. For this task, artificial
intelligence approaches constantly gain importance; the more
so as the trend of ever increasing sensor network size and
density suggests that sensor and structure may soon become
one, forming a sensorial material. Current simulation tech-
niques capture many aspects of sensor networks and structures.
For decision making and communication, the intelligent agent
paradigm is an accepted approach, as is finite element analysis
for structural behavior. To gain knowledge how sensorial
structures can most effectively be built, an artificial intelligence
based process for the design of such structures was developed
that uses machine learning methods for fast load inference. It is
presented in this paper, along with evaluation results obtained
in experiments using a finite element model of a strain gauge
equipped plate, which demonstrate the general practicability.

Keywords-sensorial material; finite element method; sensor
network; machine learning; multi-agent system

I. INTRODUCTION

Adopting principles from nature, sensorization aims at
equipping technical structures with an analog of a nervous
system by providing a network of sensors and communica-
tion facilities that link them. Specialized electronic com-
ponents as well as suitable computational algorithms are
needed to derive meaningful information from the sensor
signals. The main objective is to build structures that—
instead of being designed once and tested for health based
on externally observable exceptional events or in predefined
intervals—constantly monitor themselves during operation
by means of sensors attached to the structure’s surface,
directly printed on it [1], or embedded inside the material
[2]. Such structures will be able to infer facts about their cur-
rent loading state, e.g., autonomously detect overloading, as
well as permanently record and carry with them their entire
mechanical and/or thermal loading history. In order to attain
high sensor densities, i.e., to embed hundreds or thousands
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of sensors into one single structure, all sensors and electronic
circuits need to be miniaturized to a maximum degree. As
these components usually have no significant load-bearing
capabilities, the volume they consume within the structure
directly affects the latter’s mechanical stability. Thus, in
the sensor integration process, avoiding the introduction of
evident macrostructural defects is imperative [3] [4].

An additional requirement, particularly in mobile applica-
tions, is a low power consumption profile of the electronic
components. It simply is not feasible in most cases to
equip the structure with a high-performance microprocessor
unit along with sufficient RAM that would be necessary
for inferring facts about the applied load cases from the
sensor signals by employing the finite element method
(FEM) during operation, for instance. Less computation- and
resource-intensive approaches are called for. Especially if
smart structures reacting to stimuli from their environment
[5] are desired, a spatial distribution of numerous simple,
miniaturized, low-power evaluation units over the entire
structure seems advisable. As is the case for a human acci-
dentally touching a hot plate, fast locally confined reactions
preventing (further) damage may be vital for an engineered
structure, while calculating, e.g., the millimeter-precise lo-
cation of load introduction along with the global geometric
state of the entire structure may be an unaffordable luxury.
For long-term availability, the respective sensor nodes should
ideally draw on local energy sources [6].

This article presents a conceptual approach to designing
sensorial structures and implementing their self-monitoring
capabilities utilizing basic methods from the field of artificial
intelligence (AI). The central aim is to derive useful infor-
mation despite having to cope with limited computational
power and with noise in sensor signals. Lack of calibration
as well as of matching between sensors and the possibility
of drift pose additional major challenges in this task. The
evaluation results presented in this article suggest that simple
machine learning models created once at design time and
then embedded into the structure for real-time querying can
already yield acceptable load identification precision without
having to rely on a finite element model of the structure to
be available at runtime.

62



FUTURE COMPUTING 2011 : The Third International Conference on Future Computational Technologies and Applications

The remainder of this paper is organized as follows:
Section II provides an overview of the basic Al approach
towards creating sensorial structures. Section III presents
a robust sensor network developed for reliable sensor data
assessment and Section IV introduces a functional mockup
system, which will serve to implement and evaluate dif-
ferent approaches to sensor data assessment and load case
inference. An overview of two simple machine learning
methods that were used for first trials with strain data
from FEM simulation is given in Section V. Evaluation
results are presented in Section VI. Section VII portrays
how the intelligent agent paradigm can be employed for
monitoring more complex structures in a distributed fashion.
Section VIII closes with a conclusion and outlook.

II. AN AI APPROACH TOWARDS SENSORIAL
STRUCTURES

The Al-based process model for the design and realization
of sensorial structures is depicted in Figure 1. First, a
geometric CAD model of the desired technical structure is
created. Based on the model, a library of standard load cases
that are expected during operation as well as exceptional
overloading or misuse cases is defined. This library can in
principle comprise several hundred load cases, e.g., various
forces and temperatures applied at various positions. FEM
simulations then are run on the model, generating a large
database of effect data (e.g., displacements, strains, stresses,
temperature values etc.), which, depending on the complex-
ity of the FEM model and the number of defined load cases,
can be several gigabytes in size and may take several days
to compute. It is, of course, impractical to directly run load
case inference algorithms on such a large amount of pre-
calculated data during actual operation of the structure, let
alone to embed it into the structure using ROM circuits.
Therefore, data compaction and data mining algorithms [7]
[8] need to be applied to the FEM input and output in an
offline preprocessing step to yield a considerably reduced
dataset of key figures much fewer in count but of high
informative value in terms of reliable load case estimation
and overload detection. The simplest solution here would
be to let a human expert choose selected sensor positions
based on the geometric characteristics of the structure and
manually rig the model with a desired distribution of sensors
for assessing strain, pressure, temperature or similar effects
that are present in the FEM calculation output. Mathematical
optimization methods [9] [10] can be used to aid finding
optimal sensor distributions at this stage. If a good sensor
distribution has been found, a physical prototype equipped
with real sensors is built, to which (a subset of) the pre-
viously defined load case library is physically applied in a
series of training experiments. The sensor signals resulting
from these load cases are recorded and stored along with
the respective FEM results in the effects database. The same
data reduction procedures that are performed on the FEM
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Artificial intelligence approach for the design of sensorial

output variables can be executed on the measured sensor
values. For example, key figure calculation rules producing
statistics (e.g., minimum, maximum, average value, standard
deviation, or much more complex computations) over se-
lected groups or multilevel hierarchies of sensors could be
defined or automatically learned using machine learning and
data mining techniques. It is an open research topic how
such calculation rules can be automatically generated from
the effects and sensor value database in the most beneficial
way with respect to a given load case inference problem.

The resulting compact dataset is fed as training data into
suitable machine learning algorithms [8] [11] [12]. The focus
in this step lies on algorithms whose learned models as well
as respective model evaluation procedures are simple and
small enough to be directly transformed into miniaturized
low-power hardware circuits. Embedding these circuits into
the material yields a sensorial structure, which is able to
constantly monitor its loading state during operation and
issue alerts to its user when overloading is detected.

III. A ROBUST SENSOR NETWORK

When building structures that monitor their own health
state by means of spatially distributed sensors, it is important
that the introduction of local defects in the communication
links between evaluation nodes, e.g., caused by overloading
or misuse, does not result in entire regions of the structure
being cut off from communication and, consequently, global
monitoring processes. Hence, the communication infrastruc-
ture for sending sensor values and issued alerts across the
structure must be robust with respect to sudden failure of
communication links. For this purpose, we have imple-
mented a sensor network capable of dynamically routing
data packets across irregular sensor node topologies, e.g.,
caused by damage of communication links. Such an irregular
network topology is shown in Figure 2. Network nodes are
numbered from 0 to 12; communication links are depicted
as arrows.

Each sensor node in the network processes the signals of
a small local group of physical sensors (e.g., two to eight
in count) and is connected to spatially neighboring nodes
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Figure 2. Irregular sensor network topology

via point-to-point serial links that define the network topol-
ogy. A node provides analog signal conditioning, analog-
to-digital conversion (ADC), and digital data processing.
To enable the usage of unmatched and uncalibrated sets
of sensors, the signal processing is implemented with a
zooming window ADC approach. Spatial proximity rela-
tions among the physical sensors are directly translated to
proximity relations in the network topology. With respect to
communication, all nodes simultaneously act as routers and
communication endpoints, with unique topological coordi-
nates assigned to each of them. Communication is message
based using the Simple Local Intranet Protocol (SLIP) [13],
which employs dynamic routing strategies to forward data
packets from their source nodes to desired destination nodes
in the network. For this purpose, each packet contains a
discrete multi-dimensional vector specifying the packet’s
destination in terms of remaining distance in the network
topology. All routing information is held in the packets
without any additional routing tables maintained by the
sensor nodes. The SLIP communication protocol stack is im-
plemented in hardware as a System-on-a-Chip architecture
using FPGA/ASIC target technologies, and in software using
the C and ML programming languages. Both Hardware and
software implementation are automatically generated from
the same high-level programming model using the ConPro
synthesis framework [14]. The communication protocol is
freely scalable in the network’s size and topological dimen-
sionality.

IV. FUNCTIONAL MOCKUP SYSTEM

To practically evaluate the described approach, a func-
tional mockup system was developed, which allows to
experiment with different sensor assessment, data mining,
and machine learning methods. As an evaluation scenario,
we use a simple plate mounted with a fixture along one
short side and a movable single point support at the bottom
face. Different weights can be placed on the top face. The
objective is to estimate the locations and masses of the
weights and recognize overload situations only by examining
a few strain values measured at the plate’s bottom face
using machine learning algorithms. For this purpose, pairs of
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orthogonally aligned strain gauges are attached to the bottom
face of the plate at selected positions. Each pair measures the
strain in the X and Y direction of the local face coordinate
system and is connected to a miniaturized sensor node as
described in Section III. The physical framework built for
this scenario permits the installation of plates with different
dimensions, material properties, and sensor distributions.
Each possible sensor configuration consists of sensor nodes
arranged in a topologically two-dimensional mesh network
with each node having direct connections to up to four
neighbors.

Initial trials using a nitrile rubber plate with glued-on
commercial constantan strain gauges showed that the high
load-induced strains occurring in the material lead to accept-
able signal levels and satisfactory load identification results.
Since the long-term objective is to integrate the sensors and
electronic circuits into load-bearing structures, comparable
load identification accuracy also needs to be attained for
other common materials such as steel and for application
cases with considerably smaller load-induced strains during
standard operation—as is the case with steel loaded within
its elastic range.

Figure 3 shows the experimental setup equipped with a
St37 steel plate, on which four pairs of Ag strain gauges
have been printed in an Aerosol Jet® printing process [15]
using commercial pure silver ink. With material combina-
tions permitting the increase of sintering temperatures, a
future switch to CuNi alloys, which show significantly lower
temperature dependence of resistivity, is envisaged. In the
depicted setup, insulation between the printed conductive
paths and the steel substrate was provided by a silicone-
based coating layer, once more applied by means of Aerosol
Jet® printing. However, in measurement tests with this plate
and the sensor nodes’ ADC components, the signal quality
attained with the printed Ag strain gauges was not yet
suitable for a reliable identification of loads limited to the
elastic range.

Figure 3.

Metal plate setup

64



FUTURE COMPUTING 2011 : The Third International Conference on Future Computational Technologies and Applications

Hence, with a revision of the physical metal plate setup
pending, the evaluation presented in this paper uses com-
pletely noise-free strain values from the FEM simulation
step (cf. Figure 1) to gain a first set of reference success
rates for the model of a 200 x 300 x 1 mm St37 steel plate.
For each examined machine learning method, the obtained
results represent the best-possible prediction accuracy that
theoretically could be achieved with (physically nonexistent)
perfect sensors and ADC components. As the prediction
accuracy can be viewed as an indicator for the general
practicability of our approach, the success rates obtained
in this evaluation will be used as benchmarks for further
improvement of the hardware prototype (such as ADC
components, sensor printing processes etc.) as well as devel-
opment of more sophisticated machine learning approaches.

The FEM load case library used in the evaluation is de-
fined by dividing the top face of the plate into a 20 x 20 mm
grid of 176 equidistant load positions. At each position
weights of 100 g and 200 g are separately applied, resulting
in 352 different load cases with a single weight each. As the
sensor inputs directly depend on the strains occurring in the
material, overloading is defined in terms of displacements
instead of strains. This adds a further complication to the
evaluation scenario: We aim at investigating how good the
tested machine learning algorithms perform at expressing
correlations between different types of mechanical effects.
Thus, overloading is defined to occur if and only if at least
one point on the plate’s surface moves downward in global
Z direction more than a given threshold ¢,. To prevent
a bias towards positive or negative classifications in the
training set, which may cause misleadingly higher success
rates in the cross-validation examined in Section VI, the
load case library is partitioned into 50 % overload and
50 % non-overload situations. This is done by obtaining the
maximum Z displacement for each load case from the FEM
output and setting the threshold to the median of these 352
values, yielding ¢, = 130.6 pm for this particular scenario.
Here, the desired result from the machine learning stage is
a—preferably simple—mapping from the measured sensor
values to estimated X and Y coordinates of the applied
load (in the local surface coordinate system), an estimated
mass of the weight in grams, and a yes/no classification
whether the displacement threshold ¢, has been exceeded
by any point of the plate. Accordingly, the desired physical
result is an actual low-power microchip that implements this
mapping in hardware.

V. K-NEAREST-NEIGHBOR AND DECISION TREE
LEARNING

Adhering to the design constraints imposed by the appli-
cation scenario, experiments were started with an implemen-
tation of two of the most basic classification and regression
algorithms. Namely, C4.5 decision tree learning [11] and the
simple k-Nearest-Neighbor algorithm [12] were examined.
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The training set contains all correct load positions, masses
and classification results for every load case in the load
case library along with the respective 8-dimensional strain
vector determined via either sensor measurement or FEM
simulation. To answer a query with k-Nearest-Neighbor (k-
NN), the k entries closest to the query strain vector are
selected and combined into a single estimation for the target
variables. Numerical regression of the load position and
mass can be achieved by calculating the weighted average,
whereas discrete (e.g., Boolean) classification is possible by
means of weighted voting. For a fixed k, let F1,..., Fy
denote the k nearest points in the training set, (x;,y;, m;)
the load coordinates and mass of E;, and Q € R® the query
vector. The estimated load position and mass (2, yg, mq)
for @ is calculated using inverse distance weighting, i.e.,

zQ k Ty
yQ | = Z w(Ey) - | vi
mqQ i=1 my;

(L
with w(E;) = 1/(dist*(Q, E;) - Wsum ),

=30, 1/(dist*(Q, Ey))

and dist?(Q, E;) being the squared Euclidean distance be-
tween points () and E; in 8-dimensional strain space.

Weighted voting is done by adding the weighting factors
w(E;) of all F; that have the same classification and then
assigning to () the classification that gained the largest sum,
defaulting to a “safe” answer (yes) in case of a tie.

In our first experiments, the C4.5 decision tree learning
is employed for classification only as its reliable extension
to multivariate numerical regression is more elaborate.

wsum

VI. EVALUATION RESULTS

Since only values from FEM simulation are used in the
evaluation, i.e., no comparison with measured values from
the physical prototype is made, the spike placed under the
plate’s bottom face was modeled as a roller support in the
FEM model for sake of simplicity. For C4.5 and £-NN with
1 < k < 10, a leave-one-out cross-validation (LOOCV) was
conducted on the training set described in Section IV: Each
singleton subset of the training set was used exactly once
for querying the machine learning models constructed from
its complementary set and comparing the result with the
known correct values. In addition, the models obtained from
the entire 352 element training set were queried using an
intermediate test set INT consisting of 150 g weights placed
exactly at the midpoints between the previously defined grid
positions, resulting in further 10 x 15 load cases neither
the coordinates nor masses of which appear anywhere in
the training set. Depending on the value chosen for k,
the percentage of correct classifications achieved with k-
NN varies between 89.77 % and 90.91 % in LOOCV and
between 92 % and 93.33 % for INT. The C4.5 decision
tree attained 94.32 % correct classifications in LOOCV and
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Figure 4. Classification results obtained with leave-one-out cross-
validation on the training set

96.22 % for INT. The locations where false positives and
false negatives were returned in LOOCV by C4.5 and k-NN
with k = 4 are shown in Figure 4. While at each position
a 100 g and a 200 g load case were tested, no position
produced wrong classifications for both masses.

The numerical regression results obtained for the test set
INT by k-NN with & = 4 are illustrated in Figure 5. The
difference vectors from the actual to the estimated load
positions are shown in the bottom vector field (median length
9.09 mm, average length 15.88 mm), whereas the absolute
error in load mass estimation is visualized in the upper
plot (median 20.39 g, average 25.38 g). Among all tested
values for k, the median difference vector length of the load
coordinate regression was smallest with £ = 4, while the
average was smallest with £k = 2. In Figure 4 and 5, the
locations of the strain sensors and the roller support are
indicated with diamond and circle symbols, respectively.
The fixture is located on the Y coordinate axis. It is clearly
noticeable that the regression error is largest in the vicinity
of the supports.
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VII. MONITORING MORE COMPLEX STRUCTURES WITH
INTELLIGENT AGENTS

While the evaluation results suggest that the tested ma-
chine learning methods are, in principle, suitable for load
case estimation on simple structures like a metal plate, it is
not clear how these methods can successfully be utilized for
monitoring much more complex technical structures as well,
e.g., objects that comprise many, possibly movable, parts.
Several problems arise in such application scenarios. Firstly,
the definition of a comprehensive and adequate load case
library is more difficult for these structures as the number
of relevant load cases might increase exponentially with
the number of constituent substructures and the mechanical
effects might depend on the movable parts’ positions and
orientations. Secondly, even if the load case library or FEM
effects database does not already reach a prohibitive size due
to combinatorial growth, the more complicated the cause-
effect relations reflected in the produced datasets become,
the less fruitful an identification and extraction of these
patterns into a proper model may prove in the data mining
and machine learning stages. As a consequence, higher error
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rates are to be expected in the actual load case inference.
Finally, the machine learning model for the entire structure
may grow to a size where it neither can be created or queried
as a whole in reasonable time with the available resources
nor fit on a single chip. To circumvent these difficulties,
we propose an intelligent agent based approach to solving
the global monitoring problem by splitting it into multiple
spatially constrained subproblems and solving these in a
distributed fashion. Such multi-agent systems have already
been successfully applied to acoustic detection of high-
velocity impacts [4].

Generally, an agent can be viewed as a hardware and/or
software entity that receives perceptions from an environ-
ment it is situated in and reacts to them, either reflex-based
[16] or deliberately [17], in order to perform one or more
specific tasks [18]. Applied to the task of monitoring a
sensorial structure, the agent may be physically situated on
the latter, with its perceptions coming from different groups
of sensor nodes and communication with other agents. If
the agent has access to a knowledge base of facts about
the structure’s geometric and mechanical characteristics as
well as cause-effect relations with respect to load introduc-
tion, it can draw conclusions about the current state of its
environment based on its sensory input, i.e., make sense
of the sensor signals. It is the presence of this semantic
level that distinguishes intelligent agents from nodes of
the sensor network described in Section III: While the
latter only provide the infrastructure for routing measured
sensor data across the physical object and have no way of
interpreting this data, the agents are capable of incrementally
constructing a mental model of their surroundings over time.

In our approach [19], the structure is partitioned into
connected substructures, which can be further partitioned
into regions. To each region an individual monitor agent is
assigned that regularly adjusts its internal model of the re-
spective region according to its perceptions. Communication
among agents covering directly neighboring regions enables
the construction of a (simplified) distributed global view of
the entire structure. For this purpose, each monitor agent
requires an appropriate description of how loads and their
effects are transmitted across the boundaries between the
agent’s region and each of the adjacent regions. That way,
an agent can infer from its local sensory input the structural
state at these boundaries and send the results to its topo-
logical neighbors, which in turn update their local models
by combining their own sensor data with the boundary state
information they received from their respective neighbors,
and, again, pass the updated boundary states on to these, and
so forth. Establishing a multilevel hierarchy of agents and
incorporating (to a manageable extent, given the available
resources) equation-based knowledge from the FEM domain
into the reasoning process may yield a distributed load infer-
ence algorithm that is adaptive in terms of desired temporal
resolution and predictive precision, depending on the number
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of communication rounds performed per time unit. Thus,
one of the next logical steps in our research will be the
development of such algorithms along with the necessary
agent communication protocols and their evaluation in the
functional mockup system.

VIII. CONCLUSION AND FUTURE WORK

This article presented a novel Al-based process for the
design of self-monitoring sensorial structures that utilizes
machine learning methods for resource-constrained real-time
load case inference. A distributed sensor network architec-
ture and a functional mockup system using a simple steel
plate as evaluation scenario was introduced. The general
practicability of the machine learning approach was shown
for this scenario using noise-free data from FEM simulation
only. In the evaluation very simple algorithms like k-NN
and decision tree learning already yielded over 90 % correct
classifications in the detection whether the plate’s maximum
displacement vector exceeded a given length due to load
introduction. Also numerical regression of the load locations
and masses with k-NN attained a prediction quality that may
be acceptable in many practical application cases. It seems
likely that the results can be improved by employment of
more advanced machine learning methods and, in particular,
by incorporation of specific domain knowledge from the
field of applied mechanics into these. The focus here should
lie on the best possible elimination of false negatives, which
correspond to unrecognized overload situations, and on the
increase of prediction quality for sensor signals with a low
signal-to-noise ratio. On the hardware side, further improve-
ment of functional printing processes as well as miniature
ADC components is expected to lead to better signal quality
and, thus, more accurate load identification results. In addi-
tion to this, one of the next steps in our research will be
the development and implementation of multi-agent based
approaches that enable monitoring of geometrically much
more complex structures. When the viability of this has been
shown, the machine learning models need to be enhanced
to automatically accommodate to structural aging while in
operation, e.g., in materials like polymers or textiles, where
this aspect is of particular importance.
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