Single Camera 3D Human Pose Estimation for Tele-rehabilitation
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Abstract—The need of using advanced remote devices to promote effective self-management of rehabilitation has rapidly grown in developed countries. The widely spread camera-equipped mobile devices and Internet of Things (IoT) have been expected to deliver professional services by connecting clinician to client for assessment and consultation. This study proposes an IoT-based Tele-Rehabilitation (TR) framework using a single camera to observe the body joints of the client in three-dimensional (3D) space on performing Activities of Daily Living (ADL). Our experiments show that the proposed framework is capable to measure joint and orientation angles of elbow and knee comparable with the measurements using the Kinect. A waterproof camera was used to show that the proposed system can be extended to do the joint measurements during aquatic therapy and fitness pools.
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I. INTRODUCTION

The growing number of elderly people and the decreasing number of healthcare professionals led to the implementation of Tele-Rehabilitation (TR) initiatives in healthcare regular practice [1]. TR is the provision of rehabilitation services from a distance using communication technologies. It is a developing field of telehealth to increase accessibility and enhancing continuity of care to individuals who are in geographically remote regions. TR enables clinicians to optimize the timing, intensity and duration of therapy effectively. The use of videoconferencing and virtual reality systems allows clinicians to interact with patients in real-time. Therefore, TR is expected to reduce the potential time and cost of rehabilitation services, especially for individuals who have economically disadvantaged. The future of TR is promising as a wide range of services to suit the needs of the individual.

Efforts have been made to conduct TR for physical therapy using low-cost depth sensors, such as Microsoft Kinect. There are two versions of Kinect: Kinect V1 and V2. Hereinafter, we simply referred both versions as Kinect. The Software Development Kit (SDK) enables developers to access body joints positions and orientations. Previous studies have shown that these devices show performance adequate for a range of healthcare imaging applications [2][3]. However, there are some concerns with occlusions and noises during tracking the joints [4]. Data smoothing techniques, such as Kalman filtering are required to minimize the problems. Moreover, a study of validity and reliability of the Kinect on measuring joint angles shows that 95% Limits of Agreement (LOA) between the Kinect and the goniometer exceeded ±5° which suggests a concern of using the Kinect in rehabilitation [5].

Despite the issues of the Kinect, many attempts have been made to use this device to support rehabilitation virtually. The Kinect can be used as a natural user input interface to the Virtual Reality (VR) system on carrying out physical rehabilitation therapies [6]. This system will enable the users to get an audiovisual feedback in real-time whether they are properly doing the specific therapy or not. The users can record their body joint movements during exercise and send them to clinicians to get more advices on maintaining or improving the rehabilitation stages.

The Kinect is known to have some limitations on measuring body joints if some parts of the body are occluded. The Kinect needs to capture the full body of the user to measure the joint locations properly. Therefore, measuring a target user performing Activities of Daily Living (ADL) tasks where the lower limbs are hidden, such as dining and sleeping would be difficult to achieve.

The needs of TR are not limited to in-room rehabilitation programs. The basic ADL includes a functional mobility to move from one place to another while performing tasks, such as the ability to walk, get in and out of bed, and get into and out of a chair. Since the newest Kinect (Kinect V2) is only capable to measure targets up to 6m and inside 70° by 60° Field of View (FOV) from the its sensor, area measurements of these tasks are limited.

With the recent enhanced techniques utilizing Artificial Intelligent (AI), the state-of-the-art computer vision has enabled to measure body joints in three-dimensional (3D) using a single camera. This measurement takes two steps: joint localization in two-dimensional (2D) image coordinate and 3D coordinate estimation for each 2D joint. Depends on the method to localize joints, method based on bottom-up human pose estimation, such as “OpenPose” enables joint localization without capturing the full body beforehand [7]. Once this method localizes some joints, part affinity fields between joints are calculated to connect corresponding joints to estimate 2D human pose. Many studies have investigated the problem of inferring 3D joints from their 2D projections. These studies involve traditional 2D to 3D methods, which define the bone lengths and use a binary decision tree to estimate the 3D joints [8] or deep-net-based 2D to 3D methods.
which estimate 3D joints with Deep Neural Networks (DNN) [9]. The use of DNN may produce a high calculation costs to be performed on dedicated Graphics Processing Units (GPUs). However, this calculation can be performed in a server where the client can send the recorded movie to and get the resulted 3D joints using the Internet of Things (IoT) infrastructures.

This study proposes a framework to enable the use of a single camera to estimate 3D joints and orientation of limbs which can be used in a broad range of TR services. Preliminary evaluations are made to investigate the accuracy of the estimated joint and orientation angles compared to the Kinect and to reveal its ability to handle joint occlusions on estimating the 3D joints. An attempt to estimate 3D joints for a user performing fitness pool is provided to open the further development in the future.

This paper is organized as follows. Section II describes related works on TR. Section III describes methods to measure joint and orientation angles of elbow and knee, and to perform our experiments. Section IV shows the accuracy of joint and orientation angles of elbow and knee measured in this study for a subject performing several tasks. Finally, Section V concludes the achievements and discusses the future prospective of this study.

II. RELATED WORK

A single camera has a prospect to be a useful tool to assess certain Range of Motion (ROM). DrGoniometer, an iPhone app, has enabled the manual measurement of patient articulation angles and storage of all related information to build up historical data for each articulation and movement [10]. For shoulder proprioception assessment, Mitchell et al. (2014) assessed the validity of DrGoniometer by measuring ROM of participants on performing active shoulder external rotation [11], where DrGoniometer was found to be comparable to the standard goniometer. For elbow proprioception assessment, Ferriero et al. (2011) found that DrGoniometer is reliable for elbow joint goniometry on measuring passive ROM of elbow [12].

Enhanced computer vision techniques enable the automated measurement of head and body pose. For cervical spine proprioception assessment, the Perspective-n-Point camera pose determination (PnP problem) [13] from a single camera can be used to measure head repositioning accuracy to diagnose people with neck disorders. The PnP problem estimates the relative position between camera and head posture from predefined 3D facial feature points (3D landmarks) and their corresponding points in camera coordinates. Head pose estimation based on the PnP problem has been implemented in some open source software libraries, such as OpenCV [14] and Dlib [15]. There are many popular photographic apps on Android and iPhone utilizing this technique to modify facial shapes. However, to our knowledge, there are no reports on the validity of the head pose measured by the PnP problem for a rehabilitation purpose. For ROM assessment, limb joints in 3D can be estimated from a targeted body captured by a single camera. The DNN have boosted the accuracy of the detection of joint locations from an image. OpenPose has enabled to localize multiple human body joint in real time by implementing the Part Affinity Fields (PAFs) to encode the location and orientation of limbs without capturing the full body [7]. Martinez et al. (2017) proposed a relatively simple deep feedforward network over the Human3.6M [16], the largest publicly available 3D human pose dataset containing 3.6 million human poses and corresponding images to estimate 3D joints from their 2D projections. This work has been made available as open source software, namely “3D-pose-baseline [17].”

The 3D joint estimation from a single camera is hard to be run on a mobile device because of its extensive calculation that has to be performed on GPUs. However, with the spread of IoT infrastructures, this calculation can be done in the cloud server. Using services over the Internet, clinicians can conduct physical TR with patients at their homes. This new service will provide not only a support for assistance with exercise but also smart data to maintain or improve the rehabilitation stages.

III. METHODS

The proposed TR framework was developed based-on OpenPose and 3D-pose-baseline. The framework processes user’s videos and estimates the 3D human pose from the
videos. Body joint and orientation angles are measured, and these data are presented as time series plots concurrently with the 3D plot of the body posture. Here, the joint orientation angles consist of pitch, yaw, and roll angles. At this moment, only joint and orientation angles of elbow and knee are measured and visualized by the proposed framework. However, other joints can be measured with the same manners. Python programming language was used to process the calculations.

Our proposed framework, as shown in Figure 1, is based on the client-server model. Using mobile phones, patients can record their movements on performing ADL tasks and send the recorded videos to the IoT cloud service. The IoT will measure the body joint and orientation shortly after it detects a new incoming video. The measurement results are sent to clinicians where they can monitor the rehabilitation stages and give necessary advices. All results are stored in the database which can be accessed by the patients from their mobile devices.

A. Joint Angle Measurement

Joint angle was measured as a relative angle between the longitudinal axis of two adjacent segments. For the elbow joint angle, the adjacent segments are the upper arm and the forearm, respectively. Whereas, for the knee joint angle, the adjacent segments are the upper and the lower legs, respectively. Note that although the lower leg consists of a tibia and a fibula, only a single segment can be estimated from the 3D human pose estimation, as well as the Kinect’s result.

Here, Figure 2(a) shows elbow and knee joint angles measured in this study. Let $\mathbf{u}$ and $\mathbf{v}$ be vectors representing two adjacent segments, the angle between $\mathbf{u}$ and $\mathbf{v}$ is equal to

$$\theta_{\text{joints}} = 180^\circ - \frac{\mathbf{u} \cdot \mathbf{v}}{||\mathbf{u}|| ||\mathbf{v}||},$$

where joints represent elbow ($e$) and knee ($k$), respectively.

B. Joint Orientation

Joint orientation was measured as an orientation of a triangle plane constructed by two adjacent segments. Let

$$ax + by + cz + d = 0$$

is a triangle-plane constructed by three 3D points as shown in Figure 2(b), the orientation ($R$) and translation ($T$) of this plane against pre-defined a reference triangle plane can be calculated using Singular Value Decomposition (SVD) [19]. Euler angles were calculated from $R$ to derive the plane’s orientation angles: pitch, yaw, roll angles.

C. Data Extraction and Analysis

Firstly, we measured right-hand’s elbow joint and orientation angles of a subject while performing side flexion as shown in Figure 3, using a single camera and the Kinect concurrently. Occlusion is not expected to occur on this posture. The measurement results were compared to assess how the resulted measurements from the camera correspond to those from the Kinect. Secondly, we measured elbow and knee joint angles of a subject while performing the following tasks: swinging a tennis racket, running and running in place, and swimming. For swinging a tennis racket, the resulted joint angles from the camera were compared to those from the Kinect. Occlusion was expected to occur during this task. For the rest of the tasks, measurements were conducted using only a single camera which moves in accordance with the movement of the subject.

IV. RESULTS

We measured right-hand’s elbow joint and orientation angles of a subject, as shown in Figure 4, while performing elbow side flexion. The subject was asked to stand upright and slowly perform this task until maximum ROM and move back to the initial pose. The minimum and maximum ROMs for the subject measured by a goniometer were $0^\circ$ and $146^\circ$, respectively. During flexion, the camera measured the elbow joint angles which started from $48^\circ$ and gradually increased to $122^\circ$ as the peak. After reaching the peak, the angles gradually decreased to the initial angle. On the other hand, the Kinect measures with the same trend as the camera’s but shows $10^\circ$ and $135^\circ$ for the minimum and maximum ROMs, respectively. This result indicates that the Kinect yields better absolute accuracies in joint angle measurements. For orientation, a
great agreement was achieved for yaw angles. However, pitch and roll angles measured from the camera were inversely proportional to those from the Kinect. We considered that this problem was caused by the difference in the coordinate system representation that need to be adjusted for body joints between the proposed framework and the Kinect. As a known issue [4], noises were observed from the resulted measurements using the Kinect.

Elbow and knee joint angles of a subject while swinging a tennis racket, as shown in Figure 5, were measured by a single camera and the Kinect. Measurement scenes (P₁ - P₇) indicate occlusions of the subject’s arms. Overall, the trend of the resulted joint angles from the camera agrees with those from the Kinect. However, there are gaps as occlusions occurred, such as in scenes from P₃ to P₇. The Kinect failed to measure the left-hand’s elbow joint angles, which is highly occluded in these scenes. Table I shows 3D human pose estimated from the camera and the Kinect in P₄ and P₆ scenes. It is obvious that the camera estimated the 3D human pose better than the Kinect because the OpenPose used in this study works better on handling occlusion to determine the joint location. Hence, the joint angles measured from the camera is more reliable than those from the Kinect.

We measured elbow and knee joint angles of a subject on performing two tasks: running and running in place, measured by a single camera. During the measurements, the right arm and the right leg of the subject, as shown in Figure 6, were occluded from time to time. Ideally, fluctuations of left elbow
and left knee joint angles are identical with that of right elbow and right knee but half-cycle shifted in phase. On scenes where the entire right arm was mostly occluded by the body, the proposed framework estimated the posture of the right arm to be greatly extended behind the body. Thus, high values of the elbow joint angles were measured during these scenes. On the other hand, despite the right leg was sometimes partly occluded by the left leg, good results of knee joint angles were derived.

Finally, Figure 7 shows joint and orientation angles of elbow and knee of a subject entering a swimming pool before starting to swim. A waterproof camera was used to record the scene. The estimated 3D human pose was presented to show that pose estimation was not affected by the underwater light environment. Measurement of joint and orientation angles can be done in the same manner as on land. At this moment, detailed validation for the measurement results has not been carried out but we will report the analysis results in our next paper.

V. CONCLUSION AND FUTURE WORK

In this study, we have proposed a tele-rehabilitation framework where patients can send recorded videos during performing ADL tasks and get feedbacks to visualize their body joint and orientation angles to maintain or improve the rehabilitation stages. The proposed framework is more robust than the Kinect on handling occlusion; thus, it opens the possibility to measure body joint and orientation angles while doing ADL tasks where a part of limbs is hidden, such as dining and sleeping. The resulted measurements from the proposed framework are less sensitive to noises than those from the Kinect. Although the Kinect shows better results in term of absolute accuracies, the relative accuracy of the proposed framework against the Kinect is acceptable. The proposed framework can be extended to do the same measurements during aquatic therapy and fitness pools.

Future works include conducting experiments to measure body joint and orientation angles of a number of participants while doing ADL tasks where a part of limbs is hidden, and performing details analyses to determine validity of the proposed framework.
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Figure 6. Measurements of elbow and knee joint angles of a subject on performing two tasks: running and running in place.
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Figure 7. Measurements of elbow and knee joint and orientation angles of a subject entering a swimming pool before starting to swim.