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Abstract—Semantic Text Understanding is a process that transforms text into conceptual representation. In this paper, we propose a Text Understanding System for Malay Language. The system comprises of two components: Morphology Analyzer and Semantic Text Interpreter. Some initial evaluation experiments were conducted on these components to gain explanatory insights into its performance. All the current text processing systems we reviewed are focused on preliminary algorithms and rules associated to lexical, morphological and syntax analysis. In our paper, we developed an integrated approach for a text understanding system that has the ability to represent the semantics of the text.
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I. INTRODUCTION

The development of fast algorithms to understand and exploit the content of a document, and extracting useful information is very critical. In recent years, development in the area of semantic analysis of natural language text has triggered many applications in Text Mining, Summarization, Text Understanding, Information Retrieval and Extraction. Extracting actionable insight from large highly dimensional data sets, and its use for more effective decision-making, has become a pervasive problem across many fields in research and industry.

Extracting meaningful information from natural language text is the essential challenge that needs to be addressed. In developing these systems for main languages (e.g., English), the researchers have addressed several computational linguistic challenges including lexical, morphological, syntax and semantic processing. There are several fundamental challenges to semantic processing. Essentially, an extensive knowledge base is needed to process the text. Moreover, the complexity of defining rules for different languages when designing algorithms need to be addressed [1].

In this paper, our research focus on a Malay Language Text Understanding (MLTU) for standard Malaysian formal language, known as Bahasa Malaysia (BM) or the Malay language. Although, a wide demand and usage for the Malay language with a population of more than 28 million speakers, text processing systems geared for this language is still lagging behind.

This paper is structured as follows: Section 2 describes the related work on existing text understanding systems for Malay language; Section 3 describes our Semantic Text Processor system; Section 4 evaluates the performance of the system. Finally, Section 5 concludes this paper with a discussion on the overall outcome achieved and future research directions.

II. RELATED WORK

Several existing techniques in the current state-of-the art for text understanding generally aimed at constructing the syntax and semantic structures from texts. The main challenges for opened and natural language text understanding are caused by the ambiguity of natural language. As Malay native speakers, we will easily be able to understand the semantics of the following example sentence.

“Ali melihat Aminah dengan sebuah teleskop dan dia memanggilnya kuat-kuat” [Malay]
“Ali saw Aminah with a telescope and he is calling her loudly” [English translation]

However, the sentence itself for a machine to comprehend the meaning is quite difficult, as it lacks both the background knowledge and issues with the ambiguity of complex linguistic structures. Extracting meaningful information from natural language text is the essential challenge that should be addressed. In the existing systems, several Computational Linguistic challenges have been addressed focusing more on lexical, morphological and syntax analysis while lesser emphasis on semantic processing.

Many previous researchers in Natural Language Processing (NLP) had attempted to develop a Malay Morphology Analyser and Syntax parsers of speech tagger and parsers [2][3][4][5][6][7][8]. However, most works claimed the difficulties in resolving the stemming issues [9][10][11][12].

For example, the affixation method will derive various words that changed their syntactic class category from the original word (i.e., compared to English, which is forming a new word using inflection method; but, usually, the syntactic class category remains the same). For instance, the word makan (verb - purposely) becomes makanaan (noun), when adding the suffix ‘an’; becomes pemakanaan (adjective), when adding circumfixes ‘pe...an’, and becomes termakan (verb - unintentionally), when adding prefix ‘ter’. Another major method of forming Malay language that is hardly found in other Languages is reduplication method, which can be full-duplication, such as the word kuat-kuat, or the partial duplication, such as lelaki (i.e., laki-laki).

All these characteristics and word formation issues create many problems for morphology analysis in Malay. Although the issues of labeling the morpheme and the dynamic nature of the syntactic category have been highlighted in MALEX [2][3] and MALIM [4], under-stemming and over-stemming problems remain unresolved [9][10][11][12].

All the systems we reviewed above are focused on preliminary algorithms and rules associated to syntax and morphology analysis. None are focused on developing an integrated approach for Malay Semantic Text Understanding. The ability to represent the semantics of the text is the most essential aspect of this approach. In the following section, we will describe the components of our Malay Semantic Text Understanding System.

III. SYSTEM DESCRIPTION

A. Morphology Analyzer

In the English morphology analyzer, stemming and lemmatization are the important task to allow the system to identify the root words. In Table I, the English verb for the different tenses may appear in different forms of spelling. For example, the verb ‘walk’, it will be appended with an affix’s’ in simple present tense, it spells as ‘walks’; in present progressive tense it is appended with an affix ‘ing’ is appended, it spells as ‘walking’; in simple past tense an affix ‘ed’ is appended and it spells as ‘walked’. The verb ‘eat’ will change its spelling in various forms in different tenses: in simple past tense it spells as ‘ate’; in present perfect tense it spells as ‘eaten’. The English verbs will be changed in form spelling according to the tense. In the Malay language perspective, there will not be any spelling changes in the word for each grammar tense in Malay language; in the most of situation, an additional word will be added in front of the word to fulfill the grammar tense issue. As we observed, it is possible to perform Malay language analysis without stemming and lemmatization. As mentioned above, we will only be focusing on the Part-Of-Speech (POS) in Malay morphology analyzer in our initial system.

<table>
<thead>
<tr>
<th>English</th>
<th>Malay</th>
</tr>
</thead>
<tbody>
<tr>
<td>walk = walk + s</td>
<td>berjalan</td>
</tr>
<tr>
<td>walked = walk + ed</td>
<td>berjalan</td>
</tr>
<tr>
<td>walking = walk + ing</td>
<td>makan</td>
</tr>
<tr>
<td>eat</td>
<td>sudah makan</td>
</tr>
<tr>
<td>ate</td>
<td>makan</td>
</tr>
<tr>
<td>eaten</td>
<td>telah makan</td>
</tr>
<tr>
<td>beautiful</td>
<td>cantik</td>
</tr>
<tr>
<td>beautifully</td>
<td>dengan cantik</td>
</tr>
</tbody>
</table>

In the Malay POS module, we use Apache OpenNLP library [13] to perform Malay POS tagging task. The OpenNLP POS tagging module is language dependent and only performs well if the model language matches the language of the input text. Currently, it supports mainly for European languages. The Apache OpenNLP library is a machine learning based toolkit. We need to prepare for the Malay POS annotated corpus to train the OpenNLP POS tagger module for Malay language. In this experiment, we have collected about 2000 Malay sentences. We use of the Malay WordNet [14] to annotate the POS with each token of the sentences and validated by the Malay native speakers. After the corpus is annotated, 80% of the corpus is used for training and 20% of the corpus is used for evaluation. We are able to get very high accurate from the evaluation for Malay POS tagging with the new trained Malay POS module with the known words. Dataset preparation and evaluation results will be elaborated further in details in the following section of the experiment and evaluation in. There are three OpenNLP modules used to perform POS tagging: Sentence Detector, Tokenizer and Part-Of-Speech Tagger.

The OpenNLP Sentence Detector is able to detect punctuation characters to determine the end of a sentence. Malay and English language share the same alphanumeric and punctuation characters. Therefore, it is possible to directly use the existing English sentence module for the Malay language sentence detection task. The sentence...
detector can be easily integrated into our application through OpenNLP API. As shown in Fig. 1, the input of the sentence Detector is a text string and the output is an array of Strings, where each string is one sentence.

The OpenNLP Tokenizer segments the input character sequence into tokens. Tokens are usually words, punctuation, and numbers. The tokenizer module expects an input string, which contains the untokenized text. If possible, one sentence will be best input string for the tokenization module. In this experiment, the input array of the sentences is provided from the output of the Sentence Detector. The sample result is shown in Fig. 2. Tokenizer returns an array of strings where each string is one token.

The POS Tagger marks the input tokens with their corresponding POS tag based on the token itself and the context of the token. A token can possibly have multiple POS tags, the POS tagger uses maximum entropy probability model to predict the correct POS tag from the tag set. A tag dictionary is used by the POS tagger to limit the possible tags for a token; this will also increase the POS tagger tagging accuracy and performance. As shown in Fig. 3, the expected input of the POS tagger is a tokenized sentence in the form of string array where each of the strings is a token. The output is a tag array; it contains one POS tag for each token for the input array. The corresponding tag can be found at the same index of the tag array. The final output of the POS tagger will be a sentence where token and tag pairs are concatenated with an underscore, “_”.

For this module, we have extracted the grammatical rules from [19] and we have defined all of these programatically for each of the thematic roles listed in Table II. Semantic Interpreter will use the rules defined to generate the semantic representation of the sentence. In this case, the semantic representation is in the form of Conceptual Graphs (CG).

For example, we can have a sentence as the input to this module, “Kawalan ekonomi sepanjang tahun” which means “Economy restraint throughout the year”. From the previous module, this sentence will be annotated to produce the conceptual graph, which is shown in Fig. 4, as follows:

Annotated sentence: Kawalan_NN ekonomi_NN sepanjang_IN tahun_NN

CG:

As shown in Fig. 4, this is a simple graph representing the meaning of the text. Moreover, we have defined rules to produce nested graphs for several sentence cases as shown below.

Sentence: Meningkatkan harga barang dan minyak kerana inflasi negara.

English translation: Increase the price of goods and oil due to the country’s inflation

Annotated sentence: Meningkatkan_VB harga_NN barang_NN dan_CC minyak_NN kerana_CC inflasi_NN negara_NN

CG:

An example of a nested graph is shown in Fig. 5. In g1, the concept [harga] is the object (objek) of the verb [meningkatkan]. The concept [harga] is linked by the object relation (objek) to both concepts [barang] and [minyak] due to the conjunction in the sentence. Similarly in g2, the concept [inflasi] is linked by the object relation (objek) to the concept [negara]. In g3, a situation described by g2 is caused...
by a situation expressed in g1. The relation “caused by” between these two situations is using the Malay thematic role “sebab”. Table II shows the complete listing of the thematic roles used in Malay.

<table>
<thead>
<tr>
<th>Malay</th>
<th>English translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pelaku</td>
<td>Agent</td>
</tr>
<tr>
<td>Alami</td>
<td>Experiencer</td>
</tr>
<tr>
<td>Alat</td>
<td>Instrument</td>
</tr>
<tr>
<td>Asal</td>
<td>Origin</td>
</tr>
<tr>
<td>Bilangan</td>
<td>Amount</td>
</tr>
<tr>
<td>Destinasi</td>
<td>Destination</td>
</tr>
<tr>
<td>Deritaan</td>
<td>Patient</td>
</tr>
<tr>
<td>Durasi</td>
<td>Duration</td>
</tr>
<tr>
<td>Gaya</td>
<td>Manner</td>
</tr>
<tr>
<td>Hasil</td>
<td>Result</td>
</tr>
<tr>
<td>Kepunyaan</td>
<td>Possession</td>
</tr>
<tr>
<td>Kesal</td>
<td>Effector</td>
</tr>
<tr>
<td>Manfaat</td>
<td>Beneficiary</td>
</tr>
<tr>
<td>Muasal</td>
<td>Matter</td>
</tr>
<tr>
<td>Objek</td>
<td>Object</td>
</tr>
<tr>
<td>Permulaan</td>
<td>Start</td>
</tr>
<tr>
<td>Penyerata</td>
<td>Accompaniment</td>
</tr>
<tr>
<td>Perbandingan</td>
<td>Comparand</td>
</tr>
<tr>
<td>Sebab</td>
<td>Because</td>
</tr>
<tr>
<td>Sifat</td>
<td>Attribute</td>
</tr>
<tr>
<td>Tema</td>
<td>Theme</td>
</tr>
<tr>
<td>Tujuan</td>
<td>Purpose</td>
</tr>
<tr>
<td>Ukuran</td>
<td>Measurement</td>
</tr>
<tr>
<td>Waktu</td>
<td>Point in Time</td>
</tr>
<tr>
<td>Perhinggaan</td>
<td>Completion</td>
</tr>
<tr>
<td>Penafian</td>
<td>Negation</td>
</tr>
<tr>
<td>Jalan</td>
<td>Path</td>
</tr>
</tbody>
</table>

IV. EXPERIMENTAL EVALUATION

A. Datasets

In the current state of the art, there is no Malay language POS annotated corpus that is available to train the POS module for Malay language. Many previous attempts have been done to prepare the data manually [3][8][15]. With the unavailability of any Malay POS annotated corpus, data preparation is an important task in this initial research work.

As the first step, the POS data was extracted by utilizing both Malay WordNet [14] and Apertium [16] Malay to Indonesian translation dictionary. The Malay WordNet is a lexical dictionary (currently supports Malaysian and Indonesian). The dictionary comprises of 19,210 synsets, 48,110 senses and 19,460 unique words with POS tag in the Malay WordNet, where all the relations (hyponyms, meronyms etc.) are extracted from WordNet. This project was initiated by Francis Bond from Nanyang Technological University [17]. The project is inspired by Princeton WordNet since there is no lexical dictionary for Malay language. Apertium is a machine translation engine designed to translate closely related languages. The current Apertium engine supports language translation from Indonesian to Malay. In doing so, the engine uses POS information and translation rules for Malay and Indonesian words. We extracted this POS data Apertium, along with Malay WordNet, to build our POS annotation corpus.

In this research work, we collected about 2000 Malay sentences as our dataset. We also created a module to extract and combine the Malay POS data for the Malay WordNet and Apertium. Once Malay POS data dictionary is ready, we created another module to parse and annotate all possible POS for the Malay sentences base on the POS dictionary, as the result some of word may have annotated with multiple POS tag. The final step, native Malay speaker will need to validate and correct the tags for all the Malay sentences. Fig. 6 shows the annotation result for each the steps involved.

During implementation and experiment, 80% of annotated sentences were used for POS module training data; the rest of the 20% were used as evaluation data.

B. Evaluation Results

Based on the methods described above, evaluation has been conducted to determine the accuracy of the two main modules: Morphology Analyzer module and the Semantic Interpreter module.

- Morphology Analyzer

The overall accuracy of the POS tagging was calculated as the ratio of correct POS tags found by the system over the total number of POS tags. The accuracy scores along with the corpus size are plotted in Fig. 7. Between Phase 1 and Phase 2, the inconsistencies in the POS annotations were fixed. For example, the Malay word “dan” was annotated as preposition “IN”, in some sentences and as conjunction “CC” in other cases. In Phase 3, along with increasing the number of annotated sentences, a Tag dictionary is a word dictionary, which contains specified POS tags for the tokens. This ensured that inappropriate tags were assigned to tokens, which will result in better accuracy. Naturally, increasing the number of annotated sentences resulted in better accuracy, until a plateau was reached, at 2000 annotated sentences.
In evaluating this module, we have created 70 graphs manually as the gold standard for our benchmark. The results produced by the system were classified as Correct (indicating full match), Partial (indicating a partial match) or Incorrect (indicating incorrect representation). As shown in Fig. 8, the results show that 62 graphs were classified as correct, 7 as incorrect and 1 partial match.

V. DISCUSSION

Upon analyzing the results, it was found that the partial match was due to a missing concept in the knowledge base. Fig. 8 shows the knowledge base is based on the Malay WordNet with over 30,000 concepts. Although the partial match is only 1%, but extending and enriching this knowledge base with more concepts will further improve the interpretation accuracy. One of the reasons behind the incorrect results was found to be the lack of support for anaphora resolution. For example, this is shown in Fig. 9 where the pronoun ‘mereka’ is not being resolved to the noun ‘penduduk’.

Anaphora resolution [18][19] is the problem of identifying how contextual entities are referred within a single or several sentences, typically what a pronoun or a noun phrase is referring to. For example, from the sentences *john loves mary* and *he wishes to marry her*, the entity *john* is referred by *he* and *mary* is referred by *her*. Another example in Malay language can be seen in the following sentence. “*Penduduk pergi ke bandar kerana mereka mencari kerja*” is translated as “the villagers went to the city because they wanted to find a job”. Here, the word ‘mereka’ (they) is referring to a pronoun; therefore it should be resolved to “*penduduk*” (villagers). As shown in Fig. 10, the correct representation of the graph:

where the reference indicator $cc9$ would denote the coreference.

VI. CONCLUSION AND FUTURE WORK

State-of-the-art text processing systems for Malay Language are still dealing with problems related to lexical, morphological and syntax analysis. Based on syntax analysis alone, meaning through syntax is still insufficient to explain the comprehension of natural language texts. Therefore, we proposed an integrated approach for Malay Text Understanding, which included both syntax and semantic processing.

In summary, we have developed Morphology Analyzer and Semantic Interpreter components. From a qualitative comparison perspective, we have evaluated both components on how well they can perform (this is quite subjective, and is based on our initial benchmarking exercise).

In future, we plan to enrich our Malay Linguistic knowledge base derived from Malay WordNet with other linguistic resources. We will continue to evaluate both of our components with a large news dataset to improve our semantic rules. Furthermore, we will also explore Coreference Resolution for Malay Language. Coreference Resolution will help to refine the semantic representation produced by resolving all anaphors and cataphors to their intended referents.
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