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Abstract - Manufacturing enterprises are trying to cope with
turbulent market situations by enhancing their existing
monitoring and control of manufacturing processes. Enterprise
integration within and across the enterprise can assist to
realize the aforementioned goal. Further, event processing
(EP) techniques can be employed to monitor and control
manufacturing processes in real-time. Rules derived from
stored process data using the knowledge discovery in databases
process can be managed in an EP engine as event patterns.
Nonetheless, rule identification is usually an offline activity
whereas the control of manufacturing processes is a real-time
activity. Consequently, the rule identification process should be
transformed from an offline activity to an online or (near) real-
time activity. In the contribution, a methodology is presented
to overcome the previously mentioned drawback. Machine
learning (i.e., rule induction) methods are used to
automatically adapt the existing set of event patterns. The
implementation of the presented methodology has been started
in a casting enterprise.
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1. INTRODUCTION AND PROBLEM DESCRIPTION

Manufacturing enterprises are compelled to manufacture products with high quality and shortened lead times due to
rapidly changing customer requirements, decreased life-cycle
of products, and drastic variation in environmental
conditions. Further, these challenges are intensified for enterprises having a high product mix with low volume
production. Usually, these enterprises operate monitoring and control systems for their manufacturing processes.
Nevertheless, enterprises need to enhance their existing
systems to monitor and control manufacturing processes to retain their competitive advantages. Especially, enterprises
strive for a higher degree of flexibility and adaptability.

The main challenge on the route to achieve the
aforementioned vision is the necessity for an integrated
enterprise [1]. Attempts are being made to integrate enterprise levels along horizontal and vertical direction based
on ISO 15704, enterprise reference architecture [2].
Horizontal integration deals with the integration of enterprise
applications (e.g., enterprise resource planning (ERP)
system) or resources at a particular enterprise level. On
contrary, enterprise levels are associated with different time
horizons, which require vertical integration of information
and knowledge. Overall, enterprise integration (EI) within
and across different enterprise levels can provide a holistic
view of an enterprise. Therefore, EI can be considered as a
prerequisite for enhancing the monitoring and control of
manufacturing processes. Further, EI can be exploited to
accomplish management strategies like the real-time
enterprise (RTE), support enterprise performance
measurement, and enhance knowledge management (KM),
among others.

During execution of manufacturing processes, enormous
amount of process data (e.g., sensor readings, product quality
feedbacks) is generated in (near) real-time (i.e., seconds or
milliseconds) by resources located on the shop floor. In
addition, operators provide necessary data related to
resources, orders and products (e.g., selecting pre-defined
reasons for a resource breakdown, order details during start
of an order execution). This process data is utilized in
different ways. First, the data is displayed in (near) real-
time to enterprise members for monitoring of manufacturing
processes. Second, process data is stored in relational
databases for offline analysis (e.g., deriving new
knowledge). Finally, the data is employed for real-time
monitoring and control of manufacturing processes based on
event processing (EP).

EP has become an appropriate technology for event-
driven applications [3]. The knowledge (i.e., rules), derived
from the offline analysis of stored / historical data using
analytical techniques (e.g., data mining), can be modeled as
event patterns in an EP engine. The rules can also be
obtained from structured interviews with domain experts.
Additionally, reactive rules can be defined, which describe
(re-) actions to situations detected by analyzing the incoming
process data streams. However, rule identification is an
offline activity whereas controlling of manufacturing
processes is a real-time activity.

In addition, today’s shop floor is characterized by high
automation and few employees, an employee managing
multiple resources. Accordingly, the control system should
be able to identify and react to situations, which are not pre-
defined using the offline rules. Overall, the (near) real-time
identification of rules complements the offline rule
identification and enhances the performance of the
manufacturing enterprise. Consequently, the existing rule
identification and validation techniques need to be
transformed to (near) real-time activities based on the actual situations on the shop floor. As a result, the monitoring and control of manufacturing processes becomes more flexible and adaptable.

An event-driven framework has been developed at the Information Systems Institute to minimize the vertical integration gap, and monitor and control manufacturing processes based on complex event processing (CEP). This framework is now been extended to include self-learning monitoring and control mechanisms (i.e., integrate real-time control and real-time rule induction). The remaining part of the contribution is organized as follows. Section II presents research carried out in the area of manufacturing execution systems (MES), CEP, KM, and rule induction. An approach is envisaged in Section III to realize self-learning monitoring and control of manufacturing processes. The implementation of the envisaged approach has been started in an industrial scenario. This scenario is discussed in Section IV. Finally, Section V presents conclusions and outlines future work.

II. STATE-OF-THE-ART

According to VDI 5600, an enterprise can be classified into different enterprise levels [4]. These enterprise levels are (still) inadequately integrated [5], which hinders the establishment of a holistic control of manufacturing processes [1]. Research and development has been carried out to reduce the vertical integration gap between enterprise levels. Software vendors provide MES solutions to bridge the vertical integration gap (e.g., [6][7][8]). However with these MES solutions, major issues still exist with respect to the interface between enterprise levels [5][9]. The exchange of data between enterprise control level and manufacturing execution (i.e., shop floor) is done manually or at most semi-automatically due to inflexible and proprietary interfaces [10]. Hence, standardization activities by several organizations have been performed concerning MES (e.g., [4][11][12]). Latest standardization copes with the definition of logic interfaces for machine and plant control [13].

Event driven architectures (EDA) have been introduced along with MES systems to realize the requirements of real-time monitoring and control of manufacturing processes [10][14]. FORCAM, a MES vendor, uses CEP technology as an innovative approach to monitor, analyze, and control manufacturing processes [15]. The introduction of EDA and CEP engines will assist to separate the control logic (i.e., event processing logic) from the coded application logic. Overall, this will result in an increasing flexibility and adaptability of the monitoring and control system [16].

Rules are managed in an EP engine as event patterns. Further, the event patterns are formalized using means like event processing language (EPL) statements [10][14][16]. This knowledge is often domain specific and experts are in charge to define proper rules and statements. Knowledge management (KM) can be employed to assist experts to accomplish the aforementioned tasks [17]. For instance, the knowledge discovery in databases (KDD) process can be used to extract control-related knowledge from stored process data [17] and numerous KM tools are available to guide experts with user-friendly interfaces (e.g., [18]). However, KM tools are often utilized offline and consist of several non-trivial activities.

The ability of the control system to rapidly adapt to critical situations during manufacturing process execution is fairly limited (i.e., monitoring and control system has to be adapted manually by modifying the rule base). Classification rule induction is part of machine learning [19][20] and aims to generate a set of classification rules for a given training data set [21]. Direct methods like RIPPER [22] and CN2 [23] derive rules directly from the (process) data. In contrary, indirect methods extract rules by using classification methods like traversing of decision trees. A survey of top-down induction of decision trees classifiers has been presented [24]. Also, parallelizing of classification rule induction has been discussed [25]. The rule induction techniques have been applied in various domains like chemical process control, financial industries, diagnosis of mechanical devices, and classification of celestial objects [26].

The integration of CEP with machine learning (e.g., rule induction) has not been (extensively) explored in literature and industry [27]. A monitoring solution for application, web and database servers has been presented, which is based on the integration of CEP with the machine learning algorithm FRAHST [27][28]. Also, credit card fraud detection based on a combination of CEP with various machine learning techniques (e.g., discriminant analysis, hidden Markov models) has been investigated [29].

III. APPROACH FOR SELF-LEARNING MONITORING AND CONTROL

An overview of a self-learning monitoring and control system of manufacturing processes is depicted in Figure 1. The central idea of the system is to couple EP with machine learning techniques (i.e., rule induction). Production resources at the shop floor generate process data that denotes quality of products, parameters of resources, and performance of manufacturing processes, among others. This process data is collected by a data collection engine, which implements various industrial communication protocols (e.g., Modbus) [1]. Next, a data aggregation engine aggregates the collected process data with the data from enterprise applications (e.g., order details from ERP system) and builds tracking objects. Each tracking object represents a certain process entity (e.g., order, product) [30].

A tracking object can also be interpreted as a (complex) event by a CEP engine [31]. This CEP engine analyzes the incoming event streams (i.e., integrated process data as tracking objects) and detects (pre-defined) critical situations, and thus, monitors the manufacturing processes. The CEP engine deduces appropriate actions to control the underlying manufacturing processes in case of detection of critical situations. The action can be a combination of (i) displaying alarm messages with assistance of charts and gauges or via communication channels like emails and SMS, (ii) advising operators to modify resource parameters, (iii) manipulating process parameters in the controller of a resource.

Nevertheless, there are some instances where the CEP engine detects critical situations during process execution
(e.g., number of product rejects has exceeded a certain threshold), but cannot provide a proper suggestion to the operators to overcome the identified situations or even manipulate the resource parameters. The manufacturing ramp-up of a novel product can be an example for such an instance. In this situation, the CEP engine initiates a process in the rule induction manager (see Figure 1) and forwards current process background information (e.g., product information) describing the context of the considered manufacturing process. The aim of the rule induction manager process is to refine / improve the rule base / event patterns employed in the CEP engine. The refinement of the rule base is performed by employing machine learning techniques (e.g., decision trees).

The rule induction manager follows a sequence of activities to refine / improve the rule base. First, the process background information (i.e., process context) is analyzed and used to select a limited process data sample from the process database. For instance, the sample size can be restricted to select data for a specific product type and given time range. This step is mandatory as a huge sample size can overstrain the rule induction process (i.e., generation of rules). In addition, parallelization of classification algorithms can be considered to reduce the computation time [25].

Second, a suitable algorithm has to be selected from a rule induction library. A concise overview of rule induction techniques, which are promising candidates related to EP are listed [29]. The current research focuses on (classification) rule induction as rules are transparent and interpretable for domain experts [21]. The selection and parameterization criteria (e.g., rule accuracy, rule coverage) of a certain rule induction algorithm is defined in an XML configuration file of the rule induction manager, and thus, can be suitably modified by domain experts.

Third, rules are generated by employing the selected rule induction algorithm. This can be either performed by a direct method (e.g., RIPPER) or indirect method (e.g., traversing of a decision tree [24]). The derived rules are evaluated against the predefined criteria. Further, the previously evaluated rules can be pruned to obtain more general rules (i.e., cover more instances of the sample data set).

Finally, the induced rules are added to the rule storage (e.g., XML file format) and loaded into the CEP engine as EPL statements. The added rule complements the available rules, which might have been derived offline or online. The default action for a newly added rule is to visualize it as an alarm message because production resources should not be automatically manipulated without operator’s awareness. Nevertheless, an operator can modify the generated rules and define suitable actions (e.g., directly manipulate production resources).

IV. INDUSTRIAL CASE STUDY

The aforementioned methodology for a self-learning monitoring and control system elaborated in Section III has been (partly) put into practice in a casting enterprise [32].
with the casting process as illustrated in Figure 2. The enterprise in consideration is characterized by a high mix production and low volume production (i.e., from few castings to thousands of castings per order). A highly automated molding machine is employed, which assists to realize the aforesaid characteristics.

This machine simultaneously produces upper and lower molds. The molds are manually inspected for contour and surface damages after a certain number of lower and upper molds have been produced, which is mainly due to (construction) constraints in the manufacturing system. However in case of rejection during inspection, there is a high probability that a certain number of lower molds (here: 30 molds) following the rejected molds would have similar damages.

The aforementioned situation will have a negative influence on the production performance – lower utilization of resources, material wastage and above all a declined commitment to customers. To overcome this situation, a self-learning monitoring and control of manufacturing processes is indispensable. An event-driven framework for enabling EI has been implemented using the Microsoft® Visual Studio IDE and the .NET framework 4.0.

Real-time process data from the shop floor along with the data from enterprise applications is integrated and stored in an Oracle® 10g database. Further, the integrated data is utilized to create online tracking objects. The integrated data and online tracking objects are forwarded to process visualization clients, which display those using charts and gauges for monitoring purposes. In addition, the online tracking objects are utilized for monitoring and control of manufacturing processes using a state-of-the-art EP engine. Here, EsperTech™ EP engine is employed [33].

The EP engine uses event patterns for the detection of (critical) situations in the process data streams. By default, a rule base has been initialized with rules defined by domain experts. The main goal of the control system is to reduce the number of rejects. If this number increases without any (re-)action of the control system, a machine learning process will be automatically initiated. Classification rule induction methods have to be employed to deduce rules, which can be used to mitigate the aforementioned situation.

V. CONCLUSION AND FUTURE WORK

Manufacturing enterprises are enhancing their monitoring and control of manufacturing processes to sustain their competitive advantages. EI can be utilized to have a holistic view of the enterprise. This EI needs to be exploited to enhance the monitoring and control of manufacturing processes. Further, research has been done to incorporate an EP engine to monitor and control manufacturing processes in (near) real-time. Here, the rules are managed as event patterns and event patterns are used to analyze the incoming process data streams. However, the rule identification and validation process is an offline activity. The existing rules do not adapt whenever there is a change in the processes’ situation. Consequently, the offline activity needs to be transformed into a (near) real-time activity.

In the current contribution, an approach has been presented to identify and validate rules using rule induction techniques. On detection of certain pre-defined situations, the CEP engine triggers a sequence of steps in the rule induction manager and at the same time forwards current process background information. This sequence encompasses: (i) selecting suitable process data, which is restricted to the background information, (ii) choosing a suitable rule induction algorithm and defining selection criteria, (iii) identification and evaluation, and generalization of identified rules, and (iv) transformation of the selected rules into event patterns. The presented approach has been (partly) implemented in a casting enterprise, especially with the aim to reduce the rejection of lower molds.
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