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Abstract—This paper surveys RDF storage manager implementations that belong to a kind of database system treating locally stored RDF triples. They are systematically classified in accordance with the properties of single and multiple process technologies that include the following types: triple table, index structure, query, string translation method, join optimization method, cache, data distribution method, query process distribution method, stream process, and resource sharing architecture. This classification is applied to 3store, 4store, Virtuoso, RDF-3X, Hexastore, Apache Jena, SW-Store, BitMat, AllegroGraph, and Hadoop/HBase. While the classification structure is presented for each of them, detecting differences between them has become easy. The classification revealed that there will be room for further improvement of the efficient query process by developing multi-process technologies.
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I. INTRODUCTION

Resource description framework (RDF) data are widely used in the Internet and their volume is growing steadily. The linked open data (LOD) project promotes the acceleration of the accumulation of RDF data to provide freely accessible on-line resources [1]. The LOD project leverages RDF’s advantages by providing a data publishing principle. Each data element can be distributed to any site of the Internet. Distributed data are connected by RDF links that are also RDF data and can be located on arbitrary sites. This strategy lowers the barrier for publishers to distribute their data freely and contributes to the accumulation of a huge amount of RDF data.

There are two major approaches to access those RDF data [2], [3]:

(A-1) Local Cache
(A-2) Federated Search

Systems based on (A-1) gather a subset of RDF data on local computational resources to accelerate the processing of queries on frequently referenced data. After accepting user queries, systems based on (A-2) distribute sub-queries to several search services distributed over the Internet and integrate replies from them to obtain updated data that is as fresh as possible. While most practical access methods may be constructed by combining these two approaches, technologies used in (A-1) will play an important role for query process efficiency. This paper surveys the challenges and solutions for developing RDF storage managers based on (A-1).

There are three notable survey papers related to RDF storage managers. The RW11 tutorial [2] gives the most comprehensive survey about scalable RDF processing technologies including centralized RDF repositories, distributed query processing, and scalable reasoning. This tutorial precisely explains distributed query processing system architectures that include semantic web search engines, federated systems, and P2P systems. The SIGMOD’12 tutorial [3] classified approaches for query processing over linked data into a centralized storage approach and distributed storage approach [2]. The centralized storage approach contains triple-stores based on relational database management systems, matrix, XML, and graph. Sakr and Al-Naymat [4] classified triple-stores based on relational database management systems into three categories: a) vertical (triple) table stores, b) property (n-ary) table stores, and c) horizontal (binary) table stores. This classification scheme is also explained in the above tutorials [2], [3]. The core classification structure introduced in these papers is almost the same.

Each survey paper provides a classification structure that classifies research efforts so far by focusing on the distinguishing aspects of researches. These survey papers provide useful insights and perspectives about component technologies of RDF storage managers. However, most researches implement prototype or practical systems that are equipped with combinations of useful technologies. It will be useful for researchers interested in RDF storage manager implementations to provide another type of classifications that gives several attributes to each research system. The contributions of this paper can be summarized as follows:

- Provides systematic classification of RDF storage manager implementations.
- Easily detects differences between given RDF storage manager implementations.
- Pick up attributes concerning effective processes by multi-process environments.

There are Internet pages that classify RDF storage managers. A Wikipedia page [5] provides the most comprehensive list of RDF storage managers (triplestores) with license and API function information. The W3C page [6] provides benchmark results of RDF storage managers for storing large-scale RDF data sets. While this paper provides internal functional information, those Internet pages may provide a useful perspective of RDF storage managers by combining information.

The rest of this paper is organized as follows. The Classification of RDF Storage Managers Based on Local Cache Approach section introduces a classification framework of RDF storage managers. The RDF storage managers section reports each characteristic of existing RDF storage managers using the classification framework. The Challenges section
discusses a few challenges inspired by comparing RDF storage managers. This paper is concluded in the Conclusion section.

II. CLASSIFICATION OF RDF STORAGE MANAGERS
BASED ON LOCAL CACHE APPROACH

RDF storage managers in the local cache approach can be classified in accordance with several aspects. RDF storage managers are represented by $\text{RSM}(S, M)$, where $S$ and $M$ show attributes of single and multiple process issues, respectively. Attribute set $S$ has structure $S(T_s, I_s, Q_s, S_s, J_s, C_s, D_s, F_s)$. Attribute $T_s$ is the triple table type. It has one of the values of vertical ($v$), property ($p$), and horizontal ($h$). These classes of triple tables are introduced and defined by Sakr et al. [4]. Attribute $I_s$ is the index structure type of triple table. It has one of the values of 6-independent ($6$), GSPO-OGPS ($G$), and matrix ($m$). Attribute $Q_s$ is the query type. It has one of the values of SPARQL ($S$) and original ($o$). Attribute $S_s$ is the translation method type of URI and literal strings. It has one or combination of the values of URI ($U$), literal ($l$), long ($o$) and none ($n$). Values URI and literal mean ID translations of URI and literal strings, respectively. Value long means that only long URIs and literals are translated to identifiers. Attribute $J_s$ is the join optimization method type. It has one of the values of RDBMS-based ($R$), column-store-based ($C$), conventional-ordering ($o$), pruning ($p$), and none ($n$). Attribute $C_s$ is the cache type. It has one of the values of materialized-path-index ($m$), reified-statement ($r$), and none ($n$). Attribute $D_s$ is the database engine type. It has one of the values of RDB ($R$) and custom ($c$). Attribute $F_s$ is the inference feature type. It has one or combination of the values of TBox ($T$), ABox ($A$) and none ($n$). While value TBox means inference features on the ontology level, value ABox means ones on the assertion level.

Attribute set $M$ has structure $M(D_m, Q_m, S_m, A_m)$. Attribute $D_m$ is the data distribution method type. It has one of the values of hash ($h$), data-source ($d$), and none ($n$). Attribute $Q_m$ is the query process distribution method type. It has one of the values of data-parallel ($p$), data-replication ($r$), and none ($n$). Attribute $S_m$ is the stream process type. It has one of the values of pipeline ($p$) and none ($n$). Attribute $A_m$ is the resource sharing architecture type. It has one of the values of memory ($m$), disk ($d$), and nothing ($n$).

Because some implementations do not disclose internal mechanisms, all attributes can have value unknown ($\cdot$). TABLE I shows the summary of the classification. The details are described in the next section. The values in the table correspond to the characters in parenthesis of the above description of possible values.

III. RDF STORAGE MANAGERS

This section provides a detailed description of each RDF storage manager system. As there are many such systems, we omitted some systems due to space limitations.

A. 3store

The attributes of this implementation are as follows:
$T_s = \text{vertical}, \ Q_s = \text{SPARQL}, \ S_s = \text{string \ id}, \ J_s = \text{RDBMS-based}, \ D_s = \text{RDB}, \ F_s = \text{TBox}, \ D_m = \text{none}, \ Q_m = \text{none}, \ S_m = \text{none}$. 3store [7] was originally used for semantic web applications in particular for storing the hyphen.info RDF data set, which describes computer science research in the UK. The final version of the database consisted of 5,000 classes and about 20 million triples. 3store was implemented on top of the MySQL database management system. It included simple inferential capabilities e.g., class, sub-class, and sub-property queries, that are mainly implemented by means of MySQL queries. Hashing is used to translate URIs into an internal form of representation.

The 3store query engine used RDQL query language originally defined in the framework of the Jena project. RDQL triple expressions are first translated into relational calculus. Constraints are added to relational calculus expressions and translated into SQL. The inference is implemented by a combination of forward and backward chaining that computes the consequences of the asserted data.

B. 4store

The attributes of this implementation are as follows:
$T_s = \text{vertical}, \ Q_s = \text{SPARQL}, \ S_s = \text{string \ id}, \ J_s = \text{conventional \ ordering}, \ D_s = \text{RDB}, \ D_m = \text{hash}, \ Q_m = \text{data-parallel}, \ A_m = \text{nothing}$. 4store [8] was designed and implemented to support a range of novel applications that have emerged from the semantic web. RDF databases were constructed from web pages including people-centric information resulting from ontology with billions of RDF triples. The requirements were to store and manage $15 \times 10^9$ triples. The design of 4store is based on 3store especially in the way RDF triples are represented.

4store is designed to operate on clusters of low-cost servers, and is implemented in ANSI C. It was estimated that the complete index for accessing quads would require around 100 GB of RAM, which was the reason for distributing data to a cluster of 64-bit multi-core x86 Linux servers with each cluster storing an RDF data partition. The cluster architecture is “shared nothing” architecture. Cluster nodes are divided into processing and storage nodes. Data segments stored on different nodes are determined by a simple formula. The formula uses resource identifiers (RID) that are indexes of URIs, literals and blank nodes. When triples are distributed to segments, RID of the triple subject is divided by number of segments. The remaining part of this calculation determines segment number of triple. One of the benefits of such a design is parallel access to RDF triples distributed to nodes holding segments of RDF data. Furthermore, segments can be replicated to distribute the total workload to the nodes holding replicated RDF data. The communication between nodes is directed by processing the nodes via TCP/IP. There is no communication between data nodes.

URIs are represented using resource identifiers that are similarly to those of 3store that were obtained by means of hashing. Triples are represented as quads. Each quad in a particular segment is stored in three indexes. Two of them are implemented using radix tries because of $O(k)$ time complexity. The third index is used to access graphs by using a hash table.

The 4store query engine is based on relational algebra. A Rasqal SPARQL parser is used for parsing SPARQL queries. Queries are processed by SPARQL blocks. First, the
UNION expressions are collapsed. Next, FILTER expressions are evaluated. Joins are then performed on the remaining blocks. Finally, any remaining FILTERs, ORDER BYs, and DISTINCTs are applied. The primary source of optimization is the conventional join ordering. However, they also use common subject optimization and cardinality reduction. In spite of considerable work on query optimization, 4store lacks complete query optimization as it is provided by relational query optimizers.

C. Virtuoso

The attributes of this implementation are as follows:
\[ T_s = \text{vertical}, \quad I_s = \text{GSP\textsc{O}GPS}, \quad Q_s = \text{SPARQL}, \quad S_s = \text{string id}, \quad J_s = \text{RDBMS based}, \quad D_s = \text{RDB}, \quad F_s = \text{TBox, ABox}, \quad D_m = \text{none}, \quad Q_m = \text{none}, \quad S_m = \text{none}. \]

Virtuoso includes SPARQL into SQL. SPARQL queries are translated into SQL during parsing. In this way, SPARQL has all aggregation functions. SPARQL UNION is translated directly into SQL, and SPARQL OPTIONAL is translated into left outer join. Since RDF triples are stored in one quad table, relational statistics is not useful. Virtuoso uses sampling during query translations to estimate the cost of alternative plans. Basic RDF inference on TBox is done using query rewriting. For ABox reasoning Virtuoso expands semantics of owl:same-as by transitive closure.

D. RDF-3X

The attributes of this implementation are as follows:
\[ T_s = \text{vertical}, \quad I_s = 6\text{ independent}, \quad Q_s = \text{SPARQL}, \quad S_s = \text{string id}, \quad J_s = \text{conventional ordering}, \quad D_s = \text{RDB}, \quad D_m = \text{none}, \quad Q_m = \text{none}, \quad S_m = \text{none}. \]

Virtuoso [9]-[11] is a multi-model database management system based on relational database technology. Besides the functionality of the relational database management system, it also provides RDF data management, XML data management, content management, and a Web application server.

The approach of Virtuoso is to treat triple-store as a table composed of four columns. The main idea of the approach to RDF data management is to exploit existing relational techniques and add functionality to the RDBMS to deal with features specific to RDF data. The most important aspects that were considered by Virtuoso designers are: extending SQL types with the RDF data type, dealing with unpredictable sizes of objects, providing efficient indexing and extending relational statistics to cope with the RDF store based on a single table as well as efficient storage of RDF data.

The initial solution for storing RDF triples is the use of a quad table storing attributes: subject (S), predicate (P), object (O), and graph (G). Columns S, P, and G are represented as IRI ID. Column O is represented by IRID only if it is longer than 12 characters. The mapping between IRIs and local IDs is stored in a table, and the mapping between the long values of O and IDs is stored in a separate table. The quad table is represented using two covering indexes based on the GSP\textsc{O} and OGPS attributes. Since S is the last part of OGPS we can represent it using bitmaps. We have one bitmap for one distinctive value of OGP. Compression is used on page level, which still allow random page access.

Virtuoso compared the RDF-3X system with PostgreSQL and MonetDB. They tried Jena2, Yars2, and Sesame 2.0, but those systems could not finish storing benchmark data in 24 hours in their experimental environment. The benchmark data contained the Barton data set (5.1 \times 10^7\text{ triples}, 1.9 \times 10^7\text{ IDs}, and 285\text{ types of properties}), YAGO data set (4.0 \times 10^7\text{ triples}, 3.3 \times 10^7\text{ IDs}, and 93\text{ types of properties}), and LibraryThing data set (3.6 \times 10^7\text{ triples}, 9.3 \times 10^6\text{ IDs}, and 3.3 \times 10^5\text{ types of properties}). RDF-3X exceeded other systems by large margins. The source code is available for non-commercial purposes.

\begin{table}[h]
\centering
\caption{Properties of RDF Storage Managers}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline
& \( T_s \) & \( I_s \) & \( Q_s \) & \( S_s \) & \( J_s \) & \( C_s \) & \( D_s \) & \( F_s \) & \( M \) \\
\hline
3store & v & S & U & R & R & T & n & n & n \\
\hline
4store & v & S & U & o & R & h & p & n & \\
\hline
Virtuoso & v & G & S & Ulo & R & R & TA & n & n & n \\
\hline
RDF-3X & v & 6 & S & Ulo & o & R & n & n & n \\
\hline
Hexastore & v & 6 & o & Ulo & n & n & n & \\
\hline
Apache Jena & p & S & Ulo & R & r & R & n & n & n \\
\hline
SW-Store & h & Uo & c & m & c & n & n & n \\
\hline
BitMat & v & m & S & Ulo & p & c & & & p \\
\hline
AllegroGraph & h & c & & & & h & p & m & \\
\hline
Hadoop/HBase & & & & & & c & p & m & \\
\hline
\end{tabular}
\end{table}
E. Hexastore

The attributes of this implementation are as follows: \(T_s = \text{vertical}, I_s = 6\text{-independent}, Q_s = \text{original(custom unwrapped)}, S_s = \text{strings_id}, J_s = \text{unknown(its seems none)}, C_s = \text{none}, D_s = \text{none}, Q_m = \text{none}, S_m = \text{none}\). The Hexastore [15] approach to the RDF storage system uses triples as the basis for storing RDF data. The problems of existing triple-stores investigated are the scalability of RDF databases in a distributed environment, complete implementation of the query processor including query optimization, persistent indexes, and other topics provided by database technology.

Six indexes are defined at the top of the table with three columns, one for each combination of three columns. The index used for the implementation has three levels ordered by the particular combination of SPO attributes. Each level is sorted, giving in this way the means to use ordering for optimization during query evaluation. The proposed index provides natural representation of multi-valued properties and allows fast implementation of merge-join, intersection, and union.

F. Apache Jena

The attributes of this implementation are as follows: \(T_s = \text{property}, Q_s = \text{SPARQL}, S_s = \text{string_id}, J_s = \text{RDBMS\_based}, C_s = \text{reified\_statement}, D_s = \text{RDB}, D_m = \text{none}, Q_m = \text{none}, S_m = \text{none}\). In terms of the body of knowledge grown from the database community, Jena is a database programming language environment based on RDF for Java [16], [17], [18], [19]. It provides a simple abstraction and interface for manipulation of RDF graphs represented in main memory and backed by the database engine. The persistence of RDF graphs is achieved using a SQL database through a JDBC connection. Jena supports a number of database systems such as MySQL, Postgres, Oracle, and BerkeleyDB. At the core interface for manipulation of RDF graphs, Jena includes a range of RDF parsers, query language, and I/O modules for N3, N-Triple, and XML/RDF.

RDF statements are in a database-back-end of Jena represented using three tables. The URLs of resources are converted to indexes represented in one table. Larger literals are represented in another table while small literals are stored directly in a statement table. Finally, triples are stored in statement tables using indexes for resources and larger objects. Jena uses additional optimizations for fast access to common statements of a graph and reified statements. Furthermore, graphs can be stored in different sets of tables to improve the speed of query processing.

In Jena, persistence is achieved through persistent logical graphs composed of specialized graphs optimized for storing particular types of graphs. The database driver realizes access to databases abstracted away from particular database systems, each of which has its particular driver.

On a database level Jena includes three types of operations: operation ‘add’ that inserts new triples in a database, operation ‘delete’ that removes RDF statements from a database, and operation ‘find’ that retrieves RDF statements from a database. Query language RDQL converts SPARQL statements into a set of find patterns including variables that can be executed as joins. While Jena1 includes a query processing engine that does not include query optimization in a database system sense, Jena2 passes on queries to the database engine. Query optimization thus takes place in a database engine. Finally, Jena2 includes mechanisms for efficient retrieval of reified statements.

G. SW-Store

The attributes of this implementation are as follows: \(T_s = \text{horizontal}, S_s = \text{string_id}, J_s = \text{column\_store\_based}, C_s = \text{materialized\_path\_index}, D_s = \text{custom}, D_m = \text{none}, Q_m = \text{none}, S_m = \text{none}\). Abadi proposes the use of vertical partitioning for the representation of RDF databases [20]. The advantages of using column-stores for storing RDF are: efficient representation of NULL values; efficient implementation of multi-valued attributes; support for heterogeneous records; efficient merge-joins of sorted columns; and reduced number of unions in queries. To achieve fast access to selected access paths, they are materialized.

Database management system SW-Store [21] is based on vertical partitioning of RDF data. It has been shown that storage system based on columns can significantly improve some types of queries on RDF databases. Column-oriented storage system in SW-Store is improved by using column-oriented compression; optimization for fixed length tuples; optimization of merge-join code; using column oriented query optimization; and by materialized path expressions. Empirical results support the proposed use of column-oriented store in comparison to triple-store representation and property table representation of RDF database.

While above presented novel features of column-oriented data stores are important, it seems that the most important contribution of SW-Store is to show the possibility to use simple tools like sorting and map-based indexes on large-scale distributed clusters of servers. The simplicity of tools, on one hand, and the possibility of using database technologies like query optimization on column-stores, on the other, can result in very efficient query execution.

H. BitMat

The attributes of this implementation are as follows: \(T_s = \text{vertical}, I_s = \text{matrix}, Q_s = \text{SPARQL}, S_s = \text{string_id}, J_s = \text{pruning}, D_s = \text{custom}, S_m = \text{pipeline}\). The triple-store reported by Atre et al. [14] used a three dimensional compressed matrix index named BitMat. It avoids maintaining materialized triples as much as possible. Its query processing algorithm of SPARQL joins consists of two phases. The first phase performs efficient pruning of the triples. The second phase performs variable binding matching across the triple patterns to obtain the final results. Both two steps use compressed BitMats without any join table construction.

The BitMat index triple-store performed better than RDF-3X [12] for some queries that require managing large number of triples during join processes. They classified triple-pattern join queries to three types: a) highly selective triple patterns, b) triple patterns with low-selectivity but which generate few results, and c) low-selectivity triple patterns and low-selectivity join results. The BitMat system performed well processing type b) queries.
I. AllegroGraph

The attributes of this implementation are as follows: \( Q_s = \text{SPARQL}, D_s = \text{custom}, D_m = \text{hash}, Q_m = \text{data\_parallel}, A_m = \text{memory} \). AllegroGraph [22] is a triple store built on an object store AllegroCache. They are proprietary products of Franz Inc. The precise architecture of AllegroGraph has not been fully disclosed. The strongest point is its capacity limit and processing speed. A clustered version of AllegroGraph stored 1 trillion triples in about 14 days [23]. In the scalability ranking of triple stores edited by W3C [6], AllegroGraph is ranked first as of August 2011. Its benchmark experiments were performed using PC servers that have huge memories (from 48GB to 1TB). AllegroGraph does not necessarily perform materialization to process queries. We could not find enough information about how the clustered version distributes data and optimizes query processes.

J. Hadoop/HBase

The attributes of this implementation are as follows: \( T_s = \text{horizontal}, D_s = \text{custom}, Q_m = \text{data\_parallel}, A_m = \text{memory} \). Hadoop [24] offers software environment for the implementation of large-scale distributed systems processing data on clusters of servers. It was initially designed to support fast distributed processing of very large HTML graphs. Hadoop allows for the implementation of data centers comprised of up to many 1000 servers.

The basis of Hadoop includes a set of interfaces to distributed file system, general I/O operations, RPC, serialization, and persistent data structures. A distributed file system HDFS runs on large clusters of commodity machines. MapReduce model allows for efficient manipulation of sequential data files (SequenceFile) in distributed cluster of servers. Dictionary data structure for indexing records based on keys (MapFile) is used to support efficient implementation of operation map.

Sorted sequence files and map indexes provide programming environment for the implementation database operations such as selection, projection and joins. Hadoop includes dataflow programming language Pig, which can realize some forms of classical database operations. However, sorted files and map-based index (dictionary) provide limited basis for the implementation of database structures and operations. For instance, merge joins can be implemented efficiently while index-based joins and range queries cannot be implemented without extending the functionality of Hadoop.

HBase [25] is column-oriented database system implemented on top of Hadoop. It was initially based on ideas of Google’s Bigtable [26]: database comprises a large set of columns describing HTML files that represent rows of the table. HBase is designed for horizontal distribution of tables into regions that are managed by one server. Map-reduce techniques can be employed to process table rows. Abadi has shown in [20] that RDF can be efficiently stored by means of column-oriented stores.

IV. CHALLENGES

While an accompany paper provides a comprehensive list of challenges on RDF storage managers, this section discusses a few challenges inspired by viewing TABLE I.

Listed RDF repositories recorded more varied values with \( S \) attributes than with \( M \) attributes in TABLE I. Most \( M \) attributes have none or unknown values. This means that researchers so far have succeeded in achieving good performances by developing single process technologies. While practical semantic web applications tend to process large-scale data sets, solutions based on data distribution parallelism have become more popular. There will be room for further improvement of efficient query processes by developing multi process technologies considering the situation.

Caching techniques have not been researched that much. Only Apache Jena and SW-Store reported confirming the efficiency of caching techniques. Those performances depend upon types of queries and the number of different queries. Technologies for automatic investigation and classification of processing queries might become important to utilize caching technologies.

Many researches have been carried out for developing efficient join algorithms with index structures. This area has a long history in the research of database management systems [27]. While the accumulated RDF data-set is rapidly growing and SPARQL queries are basically constructed from joins of triple patterns, join operations will be applied more strongly in semantic web applications. The multi-process technologies mentioned above might produce breakthroughs of efficient join operations.

Because the standard data access method for the RDF data-set is W3C’s recommendation SPARQL, most RDF storage managers can accept SPARQL queries. The semantics of SPARQL is clearly described using RDF algebra [28], [29], [30]. SPARQL-based RDF storage managers rarely cause semantic mismatch due to the existence of proposed RDF algebras. These papers also reveal that some kinds of SPARQL expressions require huge computational cost. Most of these expressions are constructed by using the OPTIONAL operator. While this operator was introduced to make the query language convenient enough, efficient processing of such queries will be one of the most crucial challenges of RDF storage managers.

V. CONCLUSION

This paper surveyed the RDF storage manager implementations based on the local cache approach by introducing the systematic classification structure \( RSM(S, M) \). This classification was applied to 3store, 4store, Virtuoso, RDF-3X, Hexastore, Apache Jena, SW-Store, BitMat, AllegroGraph, and Hadoop/HBase. The \( RSM \) structure was presented for each of them, so detecting the differences between them became easy. By having the \( M \) part in \( RSM \) structure, the classification revealed that there will be room for further improvement of the efficient query process by developing multi process technologies.
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