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Abstract—The problem of obtaining efficient answers to top-k queries has attracted a lot of research attention. Unfortunately, current top-k query processing techniques focus on Boolean queries, and cannot be applied to the large Data Bases (DB) seen the gigantic number of data. In this paper, we propose a new approach for top-k flexible queries taking into account another degree of granularity in the process of the evaluation of the query. We start by generating a Meta-DB formed by a set of clusters resulting of a preliminary fuzzy classification on the data. This set represents a reduced view of the initial DB and permits to deduct the semantics of the initial DB. We prove that our approach permits an optimal search of the relevant data sources and generate automatically the better k answers while proposing a new operator called stratified operator for taking into account the user's preferences.
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I. INTRODUCTION

An issue in extending databases is to increase the expressiveness of query languages. Based on fuzzy set theory, flexible querying enables users to express preferences inside requirements. Particularly, at the level of the requests addressed to large databases, the integration of the preferences allows to obtain more relevant answers. Besides, the user can be interested to receive a limited number of answers, in mind of "Top k queries ", k represents an ideal number of answers that is recommended to reach [1]. Unfortunately, current top-k query processing techniques focus on Boolean queries, and cannot be applied to large DB seen the gigantic number of data. Indeed, the majority of these systems use a function of score which remains difficult to establish seen the voluminous number of data. In addition, the approaches presented in this context present several limits, in particular in the hold in account of the dependencies between the search criteria that permit to detect the unrealizable queries (having an empty answer) with the user and in the generation and the scheduling of the turned over approximate answers.

In [2], a flexible and cooperative database flexible querying approach within the fuzzy theory framework has been proposed. This approach contributes two promising shares compared to the similar approaches. The first, taking into account the semantic dependencies between the query search criteria to determine its realizability or not. The second contribution related to its cooperative aspect in the flexible querying.

To ensure these functionalities, they have proposed to construct mono-attribute Type Abstraction Hierarchy (TAH) and a Multi-attribute Type Abstraction Hierarchy (MTAH) [3]. Problems lie in: 1) The generation of TAH’s and MTAH from relieving attributes, 2) The storage and the indexing of such structures, and 3) The update of HATM.

In this paper, we propose a new approach for top-k flexible queries taking into account another degree of granularity in the process of the evaluation of the query. Seen that before, the interrogation of flexible queries was applied to raw data (the tuples of the base), the idea is to change this level of granularity and apply the clustering operation, so the interrogation will focus necessarily on clusters. Thus, we start by generating a Meta-DB formed by a set of clusters resulting of a preliminary fuzzy classification on data. This set represents a reduced view of the initial BD and permits to deduct semantics of the initial DB. The data classification is to divide a data set into subsets, called classes, so that all data in the same class are similar and data from different classes are dissimilar. Thus:

- The number of clusters generated by a classification algorithm is always less than the number of objects starting on which we apply the classification algorithm.
- All objects belonging to the same cluster have the same properties.

In this context, the query is modelled knowing the set of clusters modelling the meta-DB. To generate the meta-DB, we use the concepts of Clustering and Formal Concept Analysis (FCA). The use of these methods is justified by 1) fuzzy clustering has been a very successful data analysis technique as demonstrated in different domains [4]. These techniques allow data to belong to several groups (or clusters) simultaneously, with different membership degrees; 2) FCA is a method for knowledge representation that takes advantage of the features of formal concepts [5].
The rest of the paper is organized as follows. Section II makes a review of flexible querying and Formal Concept Analysis. Section III presents the problems of the other approaches and the contributions of this paper. Section IV describes our database flexible querying approach. Section V presents an example of relieving query. Section VI presents the experimental study we conducted to validate our approach. Section VII studies the complexity of our approach. Finally, Section IX concludes the paper and gives some future works.

II. BASIC CONCEPTS

In this section, we present the basic concepts of flexible queries and Formal Concept Analysis (FCA).

A. Flexible queries

The traditional systems of interrogation distinguish two categories of data: those which satisfy the search criteria and those which do not satisfy them. The principle of the flexible interrogation aims at extending this bipolar behaviour by introducing the concept of approximate pairing. Thus, an element returned by a request will be at least relevant according to its satisfaction degree to the constraints of interrogation. Four principal approaches have been proposed to express and evaluate the flexible queries: 1) Use of the secondary criteria [6][7], 2) Use of the distance and the similarity [8] [9], 3) Expression of the preferences with linguistic terms [10], and 4) Modelling of the inaccuracy by the fuzzy subsets theory [11][12]. A comparative study of the systems of flexible interrogation has been achieved in [13][14].

The problem of the expression of the users’ preferences in the flexible queries received much attention these last years [11][15][16][17][18]. In general, it is possible to distinguish two families of approaches for the expression of the preferences: implicit and explicit.

In the implicit approach, mechanisms of numerical scores, commensurable or not, are used to represent the preferences. In the first case, the values of preferences can be aggregated to deliver a total value and to define a total order on the answers. In the second case, when there is not commensurability, only a partial order of the answers, based on the order of Pareto [19], is possible for the incomparable classes of answers are built. This approach is detailed in [20] and is illustrated by the Skyline operator [21] or in PreferenceSQL [22].

In the explicit approach, the preferences are specified by binary relations of preferences and in the majority of the cases, a partial order is obtained on the tuples. In addition, the preferences can be regarded as being constraints (preferences obligatory) and wishes (optional preferences). This reveals that this bipolar vision [23] of the preferences makes it possible to bring a refinement of the set of the answers: to satisfy the constraints, then, if possible, wishes. The preferences of the users can also be expressed by criteria of selection based on fuzzy sets. The predicates are not then any more in "all or nothing" but can be more or less satisfied. Other researchers used charts to model the preferences on a great number of alternatives. As an example, we can quote the Conditional Preferences Networks (CP-Nets)[24], which constitute a chart appraisal for modelling the preferences.

Bosc et al. [25] suggest the introduction of the preferences in the form of subsets of n-uplets (stratified divisor). Thus, they used the terms of "stratified divisor" and "stratified division". Consequently, an element x of the dividend will be more acceptable as it will be associated with a large number of subsets (S_x) defining the divisor. Three types of requests studied by Bosc et al. are expressed in SQL language, where the dividend can be an intermediate relation and the stratified divisor is given explicitly by the user or is the result from sub queries.

As example of principal systems of interrogation with preferences, we can quote, the systems PreferenceSQL [22] and Preference Queries [16] which are based on a partial order, consequently, they deliver to the user the not dominating tuples. Preference SQL also incorporates a concept of bipolarity in the Preferring clause. The system top-K queries [15][24], uses an ad-hoc score function f and delivers the k better answers of the total order obtained by f. However, this score function remains difficult to establish. The SQLf language uses the fuzzy set theory to define the preferences and makes the assumption of commensurability. It offers a framework founded to combine obligatory preferences.

B. Fuzzy Conceptual Scaling and FCA

Conceptual scaling theory is the central part in Formal Concept Analysis (FCA). It allows to embed the given data into a much more general scale than the usual chains and direct products of chains. In the direct products of the concept lattices of these scales, the given data can be embedded. FCA starts with the notion of a formal context specifying which objects have which attributes and thus a formal context may be viewed as a binary relation between the object set and the attribute set with the values 0 and 1.

In [26], an ordered lattice extension theory has been proposed: Fuzzy Formal Concept Analysis (FFCA), in which uncertainty information is directly represented by a real number of membership value in the range of [0, 1]. This number is equal to similarity defined as follows:
**Definition 1:** The similarity of a fuzzy formal concept $C_1 = (\varphi(A_1), B_1)$ and its sub-concept $C_2 = (\varphi(A_2), B_2)$ is defined as:

$$S(C_1, C_2) = \frac{|\varphi(A_1) \cap \varphi(A_2)|}{|\varphi(A_1) \cup \varphi(A_2)|}$$

where $\cap$ and $\cup$ refer to the intersection and union operators on fuzzy sets, respectively; $\varphi$ is the relation which associates degrees to the elements of a fuzzy set $I = X \times V$ ($X$ is the set of objects and $V$ is the set of attributes). Each pair $(x_i, v_j) \in I$ has a membership degree $\mu(x_i, v_j) \in [0, 1]$.

In [27][28], we showed how these FFCA are very powerful as well in the interpretation of the results of the fuzzy clustering and in optimization of the flexible query.

**Example:** Let a relational database describing travel, means of transport and hotels, which a passenger can reserve for business trips or for pleasure. The primary key of each relation is underlined:

<table>
<thead>
<tr>
<th>Travel (idV, price, stay, date, typeStay, offer , idT, idH)</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hotel (idH, category, name, region, city, restaurant)</td>
<td>H</td>
</tr>
</tbody>
</table>

Price $\in [100, 10000]$, Stay $\in [1, 12]$, Category $\in [1, 5]$ and Comfort $\in [1, 8]$. The result of fuzzy clustering (using Fuzzy C-Means [29]) and the application of the $\alpha$-Cut are shown in Table I and Table II.

We use a Cut of a fuzzy context $U$, noted, $\alpha$-Cut, and defined as the inverse of the number of clusters obtained. It is given by the following expression:

$$\alpha$-Cut(U) = (c)^{-1}$$

For stay attribute (respectively price, Category and Comfort), fuzzy clustering generates three clusters (C1, C2 and C3) (respectively three clusters (C4, C5 and C6), two clusters (C7 and C8) and three clusters (C9, C10 and C11)). In our example, $\alpha$-Cut(Stay) = 0.3, $\alpha$-Cut(Price) = 0.3, $\alpha$-Cut(Category) = 0.5 and $\alpha$-Cut(Comfort) = 0.3.

<table>
<thead>
<tr>
<th>Table I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy Conceptual Scales for Stay and Price Attributes with $\alpha$-Cut</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Stay</th>
<th>Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>C2</td>
</tr>
<tr>
<td>T1</td>
<td>-</td>
</tr>
<tr>
<td>T2</td>
<td>-</td>
</tr>
<tr>
<td>T3</td>
<td>0.98</td>
</tr>
<tr>
<td>T4</td>
<td>-</td>
</tr>
<tr>
<td>T5</td>
<td>0.95</td>
</tr>
<tr>
<td>T6</td>
<td>0.83</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category</th>
<th>Comfort</th>
</tr>
</thead>
<tbody>
<tr>
<td>C7</td>
<td>C8</td>
</tr>
<tr>
<td>T1</td>
<td>0.98</td>
</tr>
<tr>
<td>T2</td>
<td>0.92</td>
</tr>
<tr>
<td>T3</td>
<td>0.62</td>
</tr>
<tr>
<td>T4</td>
<td>0.93</td>
</tr>
<tr>
<td>T5</td>
<td>-</td>
</tr>
<tr>
<td>T6</td>
<td>0.53</td>
</tr>
</tbody>
</table>

**III. Problems and Contributions**

The majority of the current approaches presented to support flexible queries have several limits, in particular 1) in the consideration of the dependencies between the search criteria that permit to detect the unrealizable requests (having an empty answer) with the user 2) and in the generation and the scheduling of the turned over approximate answers.

At the level of the requests addressed to large databases, the current top-k query processing techniques focus on Boolean queries, and cannot be applied to the large DB seen the gigantic number of data. The majority of these systems [15][24] uses an ad-hoc score function $f$ and delivers the $k$ better answers of the total order obtained by $f$. However, this score function remains difficult to establish seen the voluminous number of data.

In this paper, we propose a new approach for top-k flexible queries taking into account another degree of granularity in the process of the evaluation of the query. The advantage of this approach is that it can be applied to the large DB and that it does not require modifying the SQL language. The contributions of our approach are (1) the extraction of the dependencies between the search criteria to detect the unrealizable query; (2) an optimal search of the relevant data sources for a given query; (3) the automatic generation of the better k answers while proposing a new operator called stratified operator for taking into account the user’s preferences.

**IV. The Proposed Approach**

In this section, we propose a relieving approach within the fuzzy set framework. We consider a relational database containing relieving attributes i.e. attributes which the users can use in a predicate of comparison containing a linguistic term.

In this paper, we limit ourselves to the relieving numerical attributes. Figure 1 shows the proposed approach. This approach consists on three principal steps:
1) Generate the meta-DB: Apply a fuzzy algorithm of classification (example FCM): this allows generating clusters which overlap. Each cluster represents a set of the data verifying the same properties.
2) Deduct the semantic of the data: Represent the matrix obtained in the first step under the form of fuzzy concept lattice (FCA).
3) Generate the k better answers: Apply a stratified operator.

![Image of Proposed approach](figure1.png)

**Figure 1. Proposed approach**

In this part, we present the theoretical foundations of the proposed approach based on the following properties:

- The number of clusters generated by a classification algorithm is always lower than the number of starting objects to which one applies the classification algorithm.
- All objects belonging to one same cluster have the same proprieties. These characteristics can be deduced easily knowing the center and the distance from the cluster.
- The size of the lattice modelling the properties of the clusters is lower than the size of the lattice modelling the properties of the objects.
- The management of the lattice modelling the properties of the clusters is optimum than the management of the lattice modelling the properties of the objects since the number of clusters is less than to the number of database objects.

To model the expression of the users’ preferences, and generate the top-k answers we define the **stratified operator** as follows:

**Definition 2:** The **stratified operator** r whose schema is R (A, X) by the relation s whose schema is S(B) is expressed according to the mechanism of partitioning and a similar expression is suggested here, as follows [25]:

\[
\text{select top } k \text{ X from r [where condition] group by X having set(A) contains } v_{1,1}, \ldots, v_{1,j} \text{ and - or } \ldots \text{ and - or}\]

This expression infers an order on the elements of the divisor namely \( S' = (S_1 = v_{1,1}, \ldots, v_{1,j}) \supset \ldots \supset (S_n = v_{n,1}, \ldots, v_{n,j_n}) \) where \( a \succ b \) denotes the preference of a over b.

An ordinal scale \( L \) with labels \( l_i \) (such as \( l_1 \succ \ldots \succ l_n \succ l_{n+1} \)) is associated with this relation and it is used to attribute levels of satisfaction to the elements of the result of a stratified division (\( l_1 \) corresponds to the maximal satisfaction and \( l_{n+1} \) express the refusal); they are the counterpart of 1 and 0 in the unit interval.

The principle of interpretation of these queries is to involve all levels for which the association is completely valid. An element is the more preferred as it is associated with a set \( S_i \) so strongly preferred. The degree of satisfaction of \( x \) is expressed by a vector \( V(x) \) of dimension \( n \) where \( V(x)[i] \in [0.1] \) if \( x \) is associated with the fuzzy values of \( S_i \), 0 otherwise. The classification of elements means comparing these vectors according to the lexicographical order (\( \succ_{\text{lex}} \)):

\[
x \succ y \iff V(x) \succ_{\text{lex}} V(y) \iff \exists k \in [1, n] \text{ that } \forall j < k, V_j(x) = V_j(y) \text{ and } V_k(x) > V_k(y)
\]

The scale \( L \) is not used then directly, but we notice that the order obtained reflects it in the sense that if \( i < j \), \( V_i(x) \) is more important than \( V_j(x) \) quite as \( l_i > l_j \). It would nevertheless be possible to use a symbolic scale to make the comparison of elements within the framework of this request. The scale in question have \( 2^n \) levels. This would be made by means of a function transforming a vector \( V \) into a whole score as follows:

\[
SAT(x) = \sum_{i=1}^{n} (V_i(x) \ast 2^{(n-i)})
\]

(1)

It is easy to show that the preference of \( x \) on \( y \) so defined is equivalent to \( SAT(x) > SAT(y) \).

**V. EXAMPLE OF RELIEVING QUERY**

For better explaining this step, we consider a relational database table describing travel, means of transport and hotels. Let’s the following query:
In this query, the user wishes that his preferences be considered according to the descending order: Stay, Price, Category and Comfort with Top-k=3. In other words, returned data must be ordered and presented to the user according to these preferences. Without this flexibility, the user must refine these search keys until obtaining satisfaction if required since it does not have precise knowledge on the data which it consults.

According to the criteria of the query \( Q \), only the \((\text{Pref}_1, \text{Pref}_2, \text{Pref}_3\) and \(\text{Pref}_4\)) criteria correspond to relaxable attributes. Initially, we determine, starting from the DB, the tuples satisfying the non relaxable criteria \( A_1, A_2, A_3 \) and \( A_4 \).

These tuples, answering this request, are broken up into clusters according to labels of the relaxable attributes Stay, Price, Category and Comfort.

Following this operation of clustering, the expert can assign linguistic terms to the clusters generated for each relaxable attribute. The minimum value (resp. maximum) of each cluster corresponds to the lower (resp. higher) interval terminal of its values (of this cluster). For example, the linguistic terms "Short, Medium and High" (respectively "Low, Medium and High", "Medium and High" and "Low, Medium and High") will be associated to the relaxable attribute Stay (respectively Price, Category and Comfort).

### A. Construction of the query concept

We define a query concept \( Q = (Q_A, Q_B) \) where \( Q_A \) is a name to indicate a required extension and \( Q_B \) is the set of clusters describing the data reached by the query. The set \( Q_B \) of clusters is determined by the following procedure:

**Procedure Construction of the query concept**

**Input:** Vector \( V(A) = \{v_j : j = 1, \ldots, C(A)\} \) of centers of relaxable attribute \( A \) and the value of \( Q \) associated to this last.

**Output:** Query concept \( Q = (Q_A, Q_B) \).

**Begin**

**Step 1:** Calculate the membership degrees of the specified clusters for each value of the criterion of \( Q \) associated to the relaxable attribute \( A \).

**Step 2:** Apply \( \alpha - Cut \) to generate the fuzzy context.

**Step 3:** Form the set \( Q_B \) of clusters whose membership is higher than the \( \alpha - Cut \) value.

**End Procedure**

Table III and Table IV present the membership degrees associated to the query. These degrees are obtained while basing on memberships matrix obtained by a fuzzy clustering algorithm. Then, we apply the \( \alpha - Cut \) for each attribute to minimize the number of concepts.

<table>
<thead>
<tr>
<th>Table III</th>
<th>QUERY MEMBERSHIPS DEGREES (STAY AND PRICE)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stay</td>
</tr>
<tr>
<td></td>
<td>C1</td>
</tr>
<tr>
<td></td>
<td>0.353</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table IV</th>
<th>QUERY MEMBERSHIPS DEGREES (CATEGORY AND COMFORT)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Category</td>
</tr>
<tr>
<td></td>
<td>C7</td>
</tr>
<tr>
<td></td>
<td>0.316</td>
</tr>
</tbody>
</table>

According to our example, the query \( Q \) seek the data sources having the metadata \( Q_B = \{C1, C3, C4, C5, C6, C7, C9, C10\} \).

### B. Generation of the approximate answers

In our example, the request \( Q \) is realizable then we can build his conceptlattice. Figure 2 represents the concept
lattice associated with this request. The concepts are either new concepts, or concepts modified following construction of the request Q knowing the HATM. These concepts are the only ones which divide clusters with the request and which can thus contain relevant answers.

Let given a query $Q = (Q_A, Q_B)$, all the relevant data sources are in the extension of $Q$ and of its subsumers in the concepts lattice since the intention of each one of these concepts are included in $Q_B$ (the intention of the query concept).

![Figure 2. Concept lattice associated to the query](image)

C. Generation of the Top-K answers

Relevant data sources can be sorted according to the distance separating the concepts in the lattice. This step consists of ordering the n-uplets obtained according to their satisfaction degrees of the initial query.

The satisfaction degree corresponds to the similarity of a fuzzy formal concept and its sub-concept defined in Definition 1. In our example, these degrees are given in Table V. To model the expression of the users’ preferences, and generate the top-k answers, we use the Fuzzy stratified divisor, our query is rewritten in this form:

\[
\begin{align*}
\text{Select} & \quad \text{VidV, V.price, T.means, T.comfort, H.idH, H.name} \\
\text{From} & \quad \text{TRAVEL V, TRANSPORT T, HOTEL H} \\
\text{Where} & \quad \text{V.idH = H.idH} \\
\text{And} & \quad \text{V.idV = T.idT} \\
\text{And} & \quad \text{T.means = ‘plane’} \\
\text{And} & \quad \text{T.route = ‘direct’} \\
\text{And} & \quad \text{V.offer <> ‘circuit’} \\
\text{And} & \quad \text{V.typeStay = ‘full-board’} \\
\text{having} & \quad \text{set} \\
\text{contains} & \quad \text{(HOTEL)} \\
\text{and-or} & \quad \{\text{Short_Stay, Long_Stay}\} \\
\text{and-or} & \quad \{\text{Low_Price, Medium_Price, High_Price}\} \\
\text{and-or} & \quad \{\text{Low_Comfort, Medium_Comfort}\}.
\end{align*}
\]

In our example, the scale $L = l_1 > l_2 > l_3 > l_4$ with $l_1 = \{C1, C3\}, l_2 = \{C4, C5, C6\}, l_3 = \{C7\}$ and $l_4 = \{C9, C10\}$. We have in this case four strata. Each line of the table represents a set of answers $E_1, E_2, \ldots, E_{10}$. Let $S$ the divisor $11 > 12 > 13 > 14$ and the dividend: $r = \{(E1, \{C3, C4, C7, C10\}), (E2, \{C7, C10\}), (E3, \{C3, C4, C7, C9\}), (E4, \{C7\}), (E5, \{C4, C7\}), (E6, \{C10\}), (E7, \{C3, C4, C7, C9, C10\}), (E8, \{C4, C7, C10\}), (E9, \{C5\}), (E10, \{C3, C4, C7\})\}$. The degree of satisfaction of $x$ is expressed by a vector $V(x)$ of dimension $n$ where $V(x)[i] \in [0, 1]$, if $x$ is associated with all the values of $S_i$, it represent the Query Memberships degrees of the associate cluster in the query (Table III and Table IV), 0 otherwise.

\[
\begin{align*}
V(X1) & = (0.331, 0.333, 0.516, 0.351) \\
V(X2) & = (0, 0, 0.516, 0.351) \\
V(X3) & = (0.331, 0.333, 0.516, 0.334) \\
V(X4) & = (0, 0.516, 0, 0) \\
V(X5) & = (0, 0.333, 0.516, 0) \\
V(X6) & = (0, 0, 0, 0.351) \\
V(X7) & = (0.331, 0.333, 0.516, 0.685) \\
V(X8) & = (0, 0.333, 0.516, 0.351) \\
V(X9) & = (0, 0.333, 0, 0) \\
V(X10) & = (0.331, 0.333, 0.516, 0)
\end{align*}
\]

Using Expression 1, Table III, Table IV and Table V, we obtain:

\[
\begin{align*}
SAT(E1) & = 0.331\times 2^3 + 0.333\times 2^2 + 0.516\times 2^1 + 0.351 \times 2^0 = 5.363 \\
SAT(E2) & = 0\times 2^3 + 0\times 2^2 + 0.516\times 2^1 + 0.351 \times 2^0 = 1.383 \\
SAT(E3) & = 0.331\times 2^3 + 0.333\times 2^2 + 0.516\times 2^1 + 0.334\times 2^0 = 5.346 \\
SAT(E4) & = 0\times 2^3 + 0\times 2^2 + 0.516\times 2^1 + 0 \times 2^0 = 1.082
\end{align*}
\]

<table>
<thead>
<tr>
<th>Data sources</th>
<th>Meta data</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>C3,C4,C7,C10</td>
</tr>
<tr>
<td>E2</td>
<td>C7,C10</td>
</tr>
<tr>
<td>E3</td>
<td>C3,C4,C7,C9</td>
</tr>
<tr>
<td>E4</td>
<td>C7</td>
</tr>
<tr>
<td>E5</td>
<td>C4,C7</td>
</tr>
<tr>
<td>E6</td>
<td>C10</td>
</tr>
<tr>
<td>E7</td>
<td>C3,C4,C7,C9,C10</td>
</tr>
<tr>
<td>E8</td>
<td>C4,C7,C10</td>
</tr>
<tr>
<td>E9</td>
<td>C5</td>
</tr>
<tr>
<td>E10</td>
<td>C3,C4,C7</td>
</tr>
</tbody>
</table>

Table V

SATISFACTION DEGREE OF THE GENERATED ANSWERS
Now, suppose that the user wishes to have the SAT are the first 30 tuples starting with all preferences). The results obtained are reported in the tables below, where:

Thus, E7 ≻ E1 ≻ E3 ≻ E10 ≻ E8 ≻ E5 ≻ E2 ≻ E9 ≻ E4 ≻ E6.

Now, suppose that the user wishes to have the 30 Top answers (30 best answers). In that case, the tuples returned are the first 30 tuples starting with all E7 and so on.

VI. EXPERIMENTATIONS

A. Context

The general principle used to implement the previous queries is based on the use of SQL queries to access data encapsulated and calculate the satisfaction degree (denoted by SAT) assigned to each element of the result. The proposed method has the following characteristics:

1) It is based on the usual way of expressing a division with the counting function and

2) It benefited from the stratification of the divisor to access primarily to user preferences with the highest priority. The strata are traversed in decreasing order of importance (S_1 to S_n), which has a real impact for those requests.

B. Experimental Results

The aim of the experiments is to evaluate the additional cost due to the inclusion of preferences in the division queries. Queries are evaluated with dividend relations of different size (300, 1000, 3000, 5000, 10000 and 15000 tuples), with a divisor composed of four strata (i.e four preferences). The results obtained are reported in the tables below, where:

- Each instance was executed 10 times to avoid the variable load of the machine used,
- The size of the result (K) is 10 (respectively 30, 100) for a dividend of 300 (respectively 1000, 3000, 5000, 10000 and 15000) tuples.

<table>
<thead>
<tr>
<th>Number of tuples</th>
<th>Processing time(s)</th>
<th>Used Memory(MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K=10 K=30 K=100</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>3.323 3.487 4.210</td>
<td>0.168</td>
</tr>
<tr>
<td>1000</td>
<td>4.052 4.356 4.923</td>
<td>0.215</td>
</tr>
<tr>
<td>3000</td>
<td>4.573 4.789 5.002</td>
<td>0.275</td>
</tr>
<tr>
<td>5000</td>
<td>4.590 4.706 5.403</td>
<td>2.808</td>
</tr>
<tr>
<td>10000</td>
<td>4.661 4.776 5.624</td>
<td>3.636</td>
</tr>
<tr>
<td>15000</td>
<td>4.789 5.129 5.942</td>
<td>3.779</td>
</tr>
</tbody>
</table>

In Table VI and as shown in both figures (3 and 4), we varied the number of answers requested by the user (Top K answers) to assess its impact on the processing time and the memory used. Thus, we note that the number K does not have a major effect on the processing time since the division operation retrieves tuples (answering the query) that are already listed and highly ranked in a text file.

1) The cost of the division operation depends linearly, as expected, on the size of the dividend,

2) The number of answers (K) required by the user does not have a major influence on the execution time.

These first results are quite encouraging, even if they must be completed to achieve more definitive conclusions about the best way to develop tools over an existing DBMS or otherwise intervening in the kernel of the DBMS to run these queries.

VII. STUDY OF COMPLEXITY

A study of spacial and temporal complexities of the proposed approach is presented in this section.

- Space complexity: In the field of space complexity, we store only XML files. The clusters of the relaxable
attributes are not stored any more in the KBAR (Knowledge Base of Relaxable Attributes). What constitutes an asset for the practical application of this approach.

- Temporal complexity: It includes the following costs: a) construction of the clusters of the relaxable attributes, b) construction of lattice (with the algorithm of Ganter) and c) scheduling of the approximate answers.

For the construction of the clusters of the relaxable attributes, we calculated the theoretical complexity of the approaches of clustering suggested. It is equal to $O(Nc^2)$, where $N$ corresponds to the number of data and $c$ is the maximum number of clusters. For the construction of the lattice, temporal complexity depends on the method of adopted construction. In our approach, we were interested in the method of Ganter [30] where its complexity is $O(|\text{max}([N],|n|))$. ($|N|$, |n|).

Thus, the total complexity is equal to $O(Nc^2) + O(|\text{max}([N],|M|)) + O(n * level)$, where $N$ corresponds to the number of data (the objects of the DB), $M$ is the number of attributes, $c$ is the number of clusters, $n$ is the number of concepts from the lattice and $level$ corresponds to the number of levels present in the lattice.

We present in Table VII a study of the complexity of some algorithms of construction of the lattices.

### Table VII

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Temporal Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bordat [31]</td>
<td>$O(n,</td>
</tr>
<tr>
<td>Nourine et Raynaud [32]</td>
<td>$O(n,</td>
</tr>
<tr>
<td>Godin [33]</td>
<td>Quadratic compared to the number of elements in the lattice of concepts.</td>
</tr>
</tbody>
</table>

The objective of such approaches is the introduction of flexibility by the use of linguistic terms and the specification of the preferences of the users between the various search keys from the desired data. Among the approaches of C1, we can quote the systems ARES [9], MULTOS [11], SEAVE [34], FLEX [35]. Second category approaches indicated by C2, use the formalism of sets and fuzzy logic to model in addition to the imperfection and the uncertainty of the real world, the evaluation of the query known as vague or fuzzy.

The principal common point between these approaches is the modification of the query language, generally. This modification consists in introducing vague linguistic terms, like "accessible price" or "large budget", and the use of fuzzy linguistic terms, like "accessible price" or "large budget", and of the operators of approached comparison like "Near-to" and "similar-to" of the system CoBase [4]. To not modify the DBMS system, these systems add an additional layer charged to transform a fuzzy query into a traditional one known as "wraps query". This one is subjected to the target DBMS for evaluation. Its result is then filtered according to preferences of the user before being presented to him. This process of transformation and filtering is based on established properties of the sets and fuzzy logic.

The third category, indicated by C3 comprises approaches which lie within the scope of the artificial intelligence techniques and aims at determining tacit knowledge starting from the explicit data. Several systems like DBLEARN [36], DB-Discover [37] and GBDR [38], belong to this category. Generated knowledge is in the form of rules or of hierarchy of concepts.

The results obtained by these approaches, in particular within clustering, are of a great utility for this work.

The contributions of approaches of C2, such as for example those of CoBase [4], are significant, in particular the concepts of TAH and MTAH to model generalization and specialization by hierarchies of concepts. However, we estimate these systems remain demanding with respect to the end-users. For example, in CoBase, the operators used require a precise knowledge of the contents of the database. It does not detect the realizability of a query only after its execution. CoBase can also generate false answers. The users must also know the organization of the database since they must specify the attributes which they must release or not as well as the level of relieving of each attribute.

In [2], no modification of SQL is necessary, which constitutes an asset for the practical application of this approach. The user is not solicited to make choices during relieving, which can be hazardous, as it is the case in several systems such as Flex, Vague [10] and CoBase, to
In this approach, the relieving attributes are fixed by the administrator of the database. This is the more significant, since the approach suggested is addressed to end-users not having the knowledge precise and detailed on the organization and the data which they consult. It is easier to an expert to specify that a price attribute of a table of the database is relaxable and than it can be used with the terms "weak" or "accessible". This is easier than to use the operator "Within" (100, 120, 150, 300) of CoBase. However, this approach present limits at the level of the structures which it uses. We quote:

a. The incremental maintenance of the base of knowledge of the relaxable attributes (KBAR),

b. The clustering of the relaxable attributes without fixing a priori the number of clusters; and

c. The problem of storage of the clusters and indexing of the MTAH.

In the proposed approach, the clusters generated for each relaxable attribute are not stored any more in the catalogue of the DBMS. So, the maintenance of this meta-base does not pose any problem. Indeed, to be able to trace the lattices, it is quite simply necessary to charge an XML file which makes it possible to recover all information necessary to the tracing of these lattices. XML parsers recover information and recall the lattice starting from the methods of constructions of these structures. In this file are backed up:

- The title of the lattice.
- Identifiers of the concepts, their positions with the styles of the labels of the objects and attributes of the concept.
- The set of data and attributes of each concept.
- The set of the arcs and the concepts which they bind.

This parser also allows curing the problem of storage of the clusters and indexing of the MTAH.

The problem of clustering does not arise with this approach since the approaches of clustering suggested allows, in addition to the optimization of the number of clusters, the evaluation of the quality of the latter. Finally, at the level of the requests addressed to large databases, the current top-k query processing techniques focus on Boolean queries, and cannot be applied to the large DB seen the gigantic number of data. The majority of these systems uses an ad-hoc score function \( f \) and delivers the \( k \) better answers of the total order obtained by \( f \). However, this score function remains difficult to establish seen the voluminous number of data.

**IX. Conclusion**

Several algorithms of the top-k retrieval problem have been introduced in recent years. Unfortunately, these techniques cannot be applied to the large DB seen the gigantic number of data. The majority of these systems uses a score function which remains difficult to establish seen the voluminous number of data.

In this paper, we have proposed a new approach for top-k flexible queries taking into account another degree of granularity in the process of the evaluation of the query. The proposed approach consists of the following steps: 1) Generation the meta-DB, for this we apply a fuzzy algorithm of clustering. Each cluster represents a set of data verifying the same properties; 2) Deduction of the semantic of the data, we represent the matrix obtained in the first step under the form of fuzzy concept lattice (FCA); and 3) Generation of the \( k \) better answers while proposing a new operator called stratified operator for taking into account the user’s preferences.

The contributions of this approach are (1) the extraction of the dependencies between the search criteria to detect the unrealizable query; (2) the optimal search of the relevant data sources for a given query; (3) the automatic generation of the \( k \) better answers. This work can be spread while proposing to adapt our method to the large fuzzy DB.
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