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Abstract— Hybrid cloud service utilizes public cloud and private cloud to provide its service. Furthermore, the hybrid cloud requires the resource allocation model to guarantee the Service Level Agreement (SLA), and minimize the cost. In this paper, we propose the Reverse Auction-based Resource Allocation Policy for Service Broker (RARAP). RARAP defines and utilizes the internal property of nodes on hybrid cloud environment. We simulate and evaluate the performance with the deadline compliance rate and the service usage cost. The simulation result proves the efficiency of our proposed model.
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I. INTRODUCTION

Globally, big data processing has become a major issue in various fields. Hence, Internet-based service is showing a tendency to rise. Therefore, a demand and importance of high-performance computing are also increasing continuously. Cloud computing utilizes the virtualization technique to construct the computing environment. It allows the cloud environment to provide high performance with distributed resources. In recent years, cloud computing has become an important part of business and industry [1].

Cloud computing is classified into three types of services. Software as a service (SaaS) aimed at providing the contents service for the user. Platform as a Service (PaaS) is concerned with processing for service requests. Infrastructure as a Service (IaaS) is interested in resource virtualization for job processing with physical resources. In addition, many services are under development for cloud computing [2].

Hybrid cloud provides data processing service using the public and private cloud. The public cloud is the paid service from external providers. On the other hand, the private cloud is the internal system with free service [3]. The collaboration with the public and private cloud may not only reduce the cost, but also increase the utilization. The service provider may also construct the resource depending on the cost. For this purpose, the system includes the service broker. The service broker automatically manages the cost to create an added value for both cloud service providers and users. This allows the hybrid cloud to minimize the cost, to utilize the various services, to manage the resource performance, and to provide the service [4]. However, hybrid cloud is vulnerable to an increasing number of service requests and complexity. Because of this, the hybrid cloud hardly provides the Service Level Agreement (SLA) for service providers and users [1]. Hence, hybrid cloud requires a new SLA-guaranteed method that minimizes cost.

In this paper, we propose the reverse auction-based resource allocation policy for service broker (RARAP) on hybrid cloud environment. RARAP defines a cost and an internal property of resources for processing a job by a deadline. RARAP utilizes the reverse auction to estimate the processing cost and allocation priority [5]. In other words, the reverse auction is to approximate the service usage cost for a resource on the hybrid cloud. Then, RARAP assigns the job to the most suitable resource using the reverse auction. RARAP ensures the SLA at a low cost in a hybrid cloud. The proposed method may be utilized for defense modeling and simulation. Battlefield data requires a large amount of computation resource to get meaningful results. Thereby, the cloud-based approach is the best choice for battlefield data analysis. And the reverse auction ensures a high efficiency for resource allocation with a reasonable cost.

The rest of this paper is structured as follows: In section 2, we briefly review the related works. Section 3 describes our key idea for cloud resource allocation policy. Section 4 explains the simulation design and results. Finally, we conclude in Section 5.

II. RELATED WORKS

A. Business Model for Resource Management on Cloud Computing

Up to now, much study has been done in the business model and job scheduling technique for cloud computing environment.

A commodity market model [6] has been proposed to connect between service providers and service users. The service provider fixes the resource fee and the parameter, which is based on the service users' usage. The commodity
market model has the fixed price policy for resource providing. The user does not participate in the price fixing.

An auction model [7] is most generally used in the parallel and distributed computing environment. Both service providers and service users tender the service condition. The auction model selects the service provider who suggests the most suitable condition for users’ demand. Hence, the auction model shows the asymmetric feature for price fixing.

B. Cloud Resource Management and Scheduling

Resource management and scheduling is also one of the most studied topics on the cloud and distributed computing.

The cloud service often receives a complex application request from the user. The hybrid cloud utilizes the public cloud to comply with the service deadline. Because of this, Van den Bossche et al. [3] proposed a scheduling method with the cost minimizing technique. However, the cost minimizing method only considers the service cost for scheduling. This feature assigns more jobs to the free cloud service. As a result, the cost minimizing method causes a bottleneck problem on the private cloud. Hence, the variable deadline may affect the failure rate.

The ontology-based management is based on the semantic and prediction approach. The ontology-based system constructs the resource candidates with the user’s requirement. The system selects the most suitable method from all the candidates to comply with the SLA [8].

This paper aims to reduce the cost and satisfy the SLA. For this, we consider the cost, performance, job size, and deadline with the model based reverse auction.

III. REVERSE AUCTION-BASED RESOURCE ALLOCATION POLICY

We propose RARAP to minimize the cost and ensure SLA compliance. RARAP uses the reverse auction method based on the internal property of the resource. RARAP also performs the re-scheduling technique to improve the throughput. Through this, RARAP minimizes the cost for hybrid cloud services. Figure 1 shows the architecture of RARAP.

RARAP performs the procedure in a five step for resource allocation. These phases perform as follows:

A. Service request and divided into job

User is sequentially requesting services. Service manager divides the received service request in a number of jobs. For example, we assume that user requests a service provided by the save and preview the image file. Service manager divides the service into works of uploading an image file to the server, securing a storage space for image files, and creating a thumbnail for the preview. Service has the size and deadline as internal properties. Internal properties of the job follow those of the service. However, the job size is divided by the size of the service in terms of a number of jobs.

B. Delivery and classification of job

Service manager sequentially sends the job to Service broker. Service broker stores the incoming job from Service manager in the queue with the consideration of the size and the deadline. Service broker has a circular queue, and linear queues as many as the number of nodes. The job transmitted from Service broker is stored in the circular queue and waits for calculating the job suitability.

C. Job evaluation and suitability calculation

If Service broker posts the job to be processed, all the nodes in the cloud environment return the job suitability. The job suitability is a score indicating the node efficiency of the job processing. That is, all the nodes follow the reverse auction method of competition through their performance. The score is sent to Service broker again to determine the node for job assigning. The job assigned to the node is stored in a linear queue.

D. Job processing and updating of the nodes

All nodes in the hybrid cloud are waiting to receive the job from Service broker. The linear queue of Service broker is a job queue for each node. The broker delivers the waiting job on the queue to the node, when the node is empty. The node processes the received job, and then updates to ready state in order to process the next job. The node also sends the finished job to Service manager.

E. Job merging and returning service

The finished job waits on Service manager for merging. When all jobs belonging to the same service have arrived, the jobs are merged into the service. The merged service is presented to the requesting user.

IV. SIMULATION DESIGN AND RESULTS

We design the hybrid cloud environments to test the effectiveness of our proposed RARAP. The environment is based on the Discrete Event System Specification (DEVS)
formalism [9], and measures the usage cost and the deadline compliance rate.

A. Simulation Design

We design the simulation model based on Figure 1. This simulation is designed to demonstrate the following effects of the RARAP in small hybrid cloud environment. The first is to ensure the SLA with the compliance of the job deadline. The last is the cost reduction for the same service requirements.

User sends the service request to Service Manager. Service manager divides the service into jobs, and distributes the divided jobs to the Service Broker. Every node calculates the job suitability score, and returns the result to the Service Broker. Then, the Service broker finally assigns the job to the specific node. The node processes the assigned job from the Service broker. The solved job is transmitted from the node to the Service manager. Then, the Service manager merges the jobs into the service, and returns it to the user.

The hybrid cloud utilizes both the private and public nodes for service. We define the performance of both nodes for simulation as shown in Table I. The processing speed in Table I is in exact proportion to the processing time. The lower value for processing speed indicates the less time for job processing.

### Table I. Simulation Configuration – Node Performance

<table>
<thead>
<tr>
<th>Node Number</th>
<th>Node Type</th>
<th>Processing Speed</th>
<th>Usage Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Private</td>
<td>5.5</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>Private</td>
<td>10.5</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>Private</td>
<td>2.6</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>Public</td>
<td>1.1</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>Public</td>
<td>1.7</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>Public</td>
<td>2.7</td>
<td>2</td>
</tr>
</tbody>
</table>

The public node takes a service usage cost to provide the public cloud service such as Amazon Web Service [10] or Window Azure [11]. On the other hand, the private node refers to the SOHO server and network attached storage that may be held by individuals or small companies. Table II shows the usage cost policy for public node on our simulation. This pricing policy is defined on a scale from 0 to 10 according to the CPU performance, which is offered by the public cloud service. The price is based on the size and the deadline used in the service parameter for experimental environment.

### Table II. Simulation Configuration – Public Cloud Usage Cost

<table>
<thead>
<tr>
<th>Usage Cost</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processing Speed</td>
<td>0.2</td>
<td>0.5</td>
<td>0.8</td>
<td>1.1</td>
<td>1.4</td>
<td>1.7</td>
<td>2.0</td>
<td>2.3</td>
<td>2.6</td>
<td>2.9</td>
</tr>
</tbody>
</table>

As mentioned above, each node calculates the job suitability score. The estimation result is based on the processing speed and cost. Table III shows score tables for each factor.

### Table III. Score for Calculating Suitability

<table>
<thead>
<tr>
<th>Speed Score</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processing Speed</td>
<td>22.8 ~ 25.0</td>
<td>20.6 ~ 22.8</td>
<td>18.4 ~ 20.6</td>
<td>16.2 ~ 18.4</td>
<td>14.0 ~ 16.2</td>
</tr>
<tr>
<td>Speed Score</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>Processing Speed</td>
<td>11.8 ~ 14.0</td>
<td>9.6 ~ 11.8</td>
<td>7.4 ~ 9.6</td>
<td>5.2 ~ 7.4</td>
<td>3.0 ~ 5.2</td>
</tr>
<tr>
<td>Speed Score</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>Processing Speed</td>
<td>2.6 ~ 2.9</td>
<td>2.3 ~ 2.6</td>
<td>2.0 ~ 2.3</td>
<td>1.7 ~ 2.0</td>
<td>1.4 ~ 1.7</td>
</tr>
<tr>
<td>Speed Score</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>Processing Speed</td>
<td>1.1 ~ 1.4</td>
<td>0.8 ~ 1.1</td>
<td>0.5 ~ 0.8</td>
<td>0.2 ~ 0.5</td>
<td>0.0 ~ 0.2</td>
</tr>
<tr>
<td>CostScore</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Cost</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>Processing Speed</td>
<td>0.2</td>
<td>0.5</td>
<td>0.8</td>
<td>1.1</td>
<td>1.4</td>
</tr>
</tbody>
</table>

SpeedScore in Table III is defined on a scale from 0 to 20 according to the performance of all the developed CPU for a personal computer [12]. We assume that the performance of CPU, which is held by nodes in the cloud, is proportional to the processing speed. However, since the public cloud is a paid service, the suitability calculation considers this feature for grading the nodes. Each node converts its own performance information to SpeedScore and CostScore by using Table III. The node calculates the job suitability using (1).

\[
\text{If(Node of Private Cloud)} \\
\text{Job Suitability} = \text{SpeedScore} - \text{CostScore} \\
\text{(1)}
\]

In our simulation, the user requests the services from a minimum of 50 up to 500. Both size and deadline of service are based on the Wikipedia Page Traffic V3 Statistic [13], which is opened through the public data sets of Amazon Web Service. We use this public data to the processing to meet the needs of our environment.

We measure the service performance with three different models.

- First, we use the sequentially assigned model for cloud service, "round-robin". The round-robin model sequentially assigns jobs to all nodes. In other words, the job is assigned in the order of nodes, regardless
of the performance indices. Therefore, the service is returned in the order requested from the user.

- Second, we use the randomly assigned model with a table of random numbers. The random model distributes the job on the basis of the calculated suitability. However, this model will randomly select a node from the candidate group.
- Last is our proposed method RARAP. RARAP allocates the job to the node having the highest goodness of suitability as mentioned above.

B. Simulation Results

We measure the deadline compliance rate and the total usage cost for each comparison model. The purpose of this experiment is to verify the proposed RARAP can guarantee the SLA at an affordable cost.

As shown in Figure 3, the round-robin model records 747.70, the random model records 714.10, and our proposed model RARAP records 332.10. In our design, only the public node charges the service usage cost with the price policy shown in Table III. Our model tries to minimize the processing cost. RARAP avoids the public node under the same conditions. The public node is inevitable choice for our model. This method induces the least processing cost for RARAP.

V. CONCLUSION AND FUTURE WORK

This paper proposes reverse auction-based resource allocation policy for service broker in hybrid cloud environment. RARAP utilizes the reverse auction method, and assigns the resource with three steps. RARAP controls the job schedule with the job suitability score, which is based on the processing speed and service usage cost. It may improve the efficiency, and decrease the cost and the number of SLA violations.

Future work will concentrate on the data partitioning. The interval-based partitioning management can increase the utilization per cost for cloud resources. Our study will be used in the analysis of battlefield data. The defense simulation has traditionally required a large amount of processing resources. The proposed model is expected to be able to meet the analysis data required for war game simulation.
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