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Abstract - Cloud computing raises many issues about
Virtualization and Service-Oriented Architecture (SOA).
Topics to be addressed regarding servicesin Cloud computing
environment include contractualization, monitoring,
management, and autonomic management. Cloud computing,
promotesa" pay-per-use” business model. This business model
should enable to reduce costs but requires flexible services
than can be adapted to load fluctuations. This work is
conducted in the European CELTIC Servery cooperative
research project, which deals about a telecommunication
services marketplace platform. The Servery project focuses
amongst others on the self-scaling capability of Telco services
in a cloud environment. The self-scaling capability is achieved
thanks to Service Level Agreement (SLA) monitoring and
analysis (i.e, compliance checking), and to autonomic
reconfiguration performed according to the analysis results.
SLAs aredefined for the services and for the cloud virtualized
environment. In order to achieve this self-scaling capability, a
specialized autonomic loop is proposed. Our proposal iswell in
linewith the Monitor, Analyze, Plan, and Execute loop pattern
defined by IBM. The proposed solution is based on the
following open-source middleware: Service Level Checking,
OW2 JASMINe Monitoring, OW2 JASMINe VMM. This
paper presents this solution that has been implemented and
validated in the context of the Servery project.

Keywords - Cloud Computing; Autonomic; Self-Scaling;
Service Level Agreement; Service Level Checking;
Virtualization; Open-source.

l. INTRODUCTION

Today, almost all IT and Telecommunications indastr
are migrating to a Cloud computing approach. Theyeet
that the Cloud computing model will optimize theage of
physical and software resources, improve flexipil&nd
automate the management of services (i.e., Softaara
Service, Platform as a Service, and Infrastructase a
Service). Cloud computing is also expected to enalaita
centers subcontracting from Cloud providers.
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» A platform provider,
» And/or a software provider.

Cloud computing raises many issues. Many of theen ar
related to Virtualization, and Service-oriented Witecture
(its implementation and its deployment). Thesedsslie at
both the hardware and/or software levels.

Nevertheless, Cloud computing also raises issuatede
to services contractualization, services monitqrisgyvices
management, and autonomic for the Cloud. In thieepave
address these last issues for telecommunicatiovicesr
offered to customers through a Cloud. These isares
critical: indeed economical concerns (i.e., thalgghment
and the use of the pay-per-use contracts) redugrability to
contractualize services (via the use of serviceellev
agreements: SLA), to monitor and manage them, &xlch
services contracts compliance, and to manage lirtgh
environments.

This paper is organized as follows. The next sactio
provides background about Autonomic computing and
Service Level Checking. Section 3 presents thetegla
works. Section 4 outlines the autonomic approachhese
followed. Section 5 focuses on the targeted Seruseycase.
Section 6 details our open-source solution. Sectibn
describes the implementation. We present the vaidand
the results obtained in Servery in Section 8. Lsettion
concludes this paper and gives directions for &utuorks.

II.  BACKGROUND

This section presents background about autonomic
computing and service level checking.

A. Autonomic computing

Autonomic computing refers to computing systems.,(i.
autonomic managers) that are able to manage thessset
others systems (i.e., managed resources) in acw®Ed®
management policies and objectives [1]. Thanks to
automation, the complexity that human administsatare

As a consequence, Cloud computing is seen as aowvay facing is moved into the autonomic managers. loval

reduce costs via the introduction and the use ay fer use"
contracts. It is also seen as a way to generatamias for
Cloud providers. Note that a Cloud provider can be:

« Aninfrastructure provider,
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administrators to concentrate on high-level managgm
objectives definition and no more on the ways thiee
theses objectives. In [2], the authors define fples of
autonomic computing thanks to a biological analagi the
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human nervous system: a human can achieve high leve Second, Oracle provides the WebLogic Diagnostics
goals because its central nervous system allowgdiawoid Framework in order to detect SLA violations [5].eT@racle
spending time on managing repetitive and vital gamknd  Enterprise Manager 10g Grid Control can monitovises
tasks such as regulating its blood pressure. and report on service availability, performanceages and
[2] specifies four main characteristics for desagb service levels. Note that it doesn't manipulate Su& a
systems self-management capabilities: similar concept named Service Level Rule [6]. Gracl
« Self-Configuration that aims to automate managedEnterprise Manager 11g Database Management isutiosol
resources installation, and (re-)configuration. to manage databases in 24x7. It self-tunes andvseibges
«  Self-Healing that purposes to discover, diagnose andatabases operating w.r.t the performance, andoitiges
act to prevent disruptions. Here, note that selgie  proactive management mechanisms (that involve c®rvi
is a part of self-healing. levels) in order to avoid downtime and/or perforean

«  Self-Protect that aims to anticipate, detect, ident degradation [7]. Oracle handles and manages \izatain
and protect against threats. through its Oracle VM Management Pack [8]. Oradko a

. Self-Optimize that purposes to tune resources anlfads research concerning PaaS and the Cloud,ravidles
balance workloads to maximize the use of@ product called Oracle Fusion Middleware (OFM) BFM

information technology resources. Self-scaling is a@rgets amongst others management automation, at¢dm
subpart of self-optimization. provisioning of servers, automate system adjustsnerst

demand/requirements fluctuates. Note that unlife(Qtacle
B. Service Level Checking specifies only three steps for the autonomic Id@pserve,
Generally speaking, Service Level Checking (SLC)Diagnose, and Resolve [10].
involves a target service and a system in chargelcting Third, autonomic architectures proposed by other
monitoring information and checking SLA compliance. eéquipment and IT vendors focus mainly on basic reartac
More precisely, the target service offers probasd,its usage features in IT products [11]. It also shows thaesth
(or a derived usage) is contractualized with atleae SLA.  remaining architectures don't use policies manageSLA
SLA definitions are based on information that cam b based service level checking as analyzing part, ot
obtained through the services probes (directly @m v manage virtualized environments.
calculation). The SLC system takes as input infdiona The coming sections illustrate that our solutiomél in
regarding the target service as well as at leastSinA, and  line with the MAPE loop pattern. It uses a SLA ih&i C
produces SLC results about the SLA compliance,3ha  as analyzing part and it manages virtualized envients.
violation, or errors that occurred during the cliegkor ~ Moreover, unlike IBM and Oracle, it is an open-smur
information collection steps. The target servica galude  solution: indeed, it only involves open-source niegiéhre.
software, platform and/or infrastructure, or carere\be a
Cloud itself (i.e., a set of software servicestfptan services IV. APPROACH
and infrastructure services). The approach followed in this work is well in limgth
The SLC results can be used to inform a servicehe Monitor, Analyze, Plan, and Execute loop pattizfined
administrator, to select a service provider atimef to by IBM: the MAPE loop pattern (see Figure 1).
launch an autonomic loop, and/or to break a contrac In [1], the authors defined that, similarly to anian
administrator, the execution of a management taslar

1. RELATED WORKS autonomic manager can be divided into four stepat &hare
This related works section describes the solutifims ~knowledge): . . .
autonomic computing proposed by equipment and IT ¢ Monitor: The monitor function provides the

vendors (i.e., IBM, Oracle, HP, Motorola, Cisco,cétel-
Lucent ...). The focus is set on the use of SLAetaservice
level checking as analyzing part (in autonomic MAB&p)
and the ability to manage Vvirtualized environments
(mandatory today in Cloud computing).

First, IBM uses policies managers as analyzerstHer
MAPE loop. IBM promotes the use of the SimplifiedliBy
Language (SPL). SPL is based on Boolean algebra,
arithmetic functions and collections operations.L Si#so
uses conditional expressions [3]. IBM Tivoli System
Automation targets the reduction of the frequenay af the
duration of service disruptions. It uses advanceticy
based automation to enable the high availability of
applications and middleware running on a rangeaofilvare
platforms and operating systems. Note that theatfopmns
and systems can be virtualized (or not). Tivoliteducts
family targets mainly availability and performaridé
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mechanisms that collect, aggregate, filter andntepo
details (such as metrics and topologies) collected
from a managed resource.

Analyze: The analyze function provides the
mechanisms that correlate and model complex
situations (with regard to the management policy).
These mechanisms enable the autonomic manager to
learn about the IT environment and help predict
future situations.

Plan: The plan function provides the mechanisms
that construct the actions needed to achieve goals
and objectives. The planning mechanism uses policy
information to guide its work.

Execute: The execute function provides the
mechanisms that control the execution of a plah wit
considerations for dynamic updates.
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These four parts work together to provide the @intr B. Servery self-scale-up use case

loop functionality.

Autonomic manager

\ Analyze Plan
Monitor \
Kmowledge

I Managed resource touchpoint I

Sensors N Effectors |

Managed resource J

Figure 1. Autonomic loop (or MAPE/MAPE-K loop) [1].

Execute

V. THE SERVERY USE CASE

This section presents the Servery project desoriind
the Servery self-scale-up use case.

A. Servery research project description

This sub-section presents the Servery self-scalaag
case. The goal of this use case is to maintaioeeall QoS
of the services executed in the Servery marketgséetéorm
and of the marketplace platform itself while theerutoad
grows up. QoS is directly (and indirectly) defindgd SLAs.
Here, the user load is represented by the numbemabiisers
(and consequently by the number of requests s@hi.
services targeted are Telco services, e.g., SM8cssr e-
mail services, etc.

VI. SOLUTION FORSERVERY SELFSCALING

As presented in the related works section, ourgsibpn
is well in line with the MAPE loop pattern definéal [1].
Our idea is to define SLAs between the administsatd the
Servery marketplace platform and the marketplaatfqrim
itself. The whole MAPE loop proposed is based oes¢h
defined SLAs. It is named Servery marketplace memmsmt
platform. Its monitoring and analyzing parts depdiréctly
on the elements and metrics specified in the Sl&s.a
reminder, the Servery marketplace platform is au@ldt
means that three types of entities can be distihgui: the
entities belonging to the software level, the glatf entities
and the infrastructure entities. SLAs defined caecdy
information related to these three types of emtitie

More precisely, the analyzing part contains twdincs

This sub-section presents the Servery researcteqoroj Sub-parts: the SLC [13], and the JASMINe Monitor(agd

context.

First, Servery (Service Platform for

Innovative

its Drools module) [14]. The SLC is in charge ofjuesting
the relevant probes and collecting the monitoriatadlt is

Communication Environment) is addressing the still@SO in charge of checking the compliance of thénde

unsolved problem of designing, developing and pgttnto
operation efficient and innovative mobile
creation/deployment/execution platforms  for

SLAs with the collected monitoring data. It prodsiceL.C

service "esults about the SLA compliance, the SLA violatian
netvgork €rrors occurred during the checking or informatotiection

beyond 3G [12]. One of the main goals of Serveryois steps. JASMINe Monitoring takes these SLC notifas as

propose a services marketplace platform where Telc
services can be executed, and where end userseaarhs
browse and access the executed services. Notsdhates

published in the Servery marketplace platform clEo &e
executed in others platforms belonging, e.g.,
telecommunication operators themselves.

Jaunch

B]put and checks their frequency over a configuatiding
time slot. This analysis over a sliding time sboteéalized by
a Drools module. Drools is a business logic intégna
platform which provides a unified and integratedtfgrm

t@ thfor rules, workflow and event processing [15]. Usia

sliding time slot analysis is interesting becausavbids to
the planning and executing steps for non-

The Figure 2 below shows an overview of Serveryé. -
context diagram, i.e., end users that are extertars of the = Significant/non-relevant events.

system use Telco services provided by the Server%;ar‘]AS'\/l'Ne Monitoring is also in charge of the plargin

Marketplace Platform.

ﬂervery Marketplace PlatfornN

[ SMS service J[SMS service F‘m]

[ MMS %[\AMS service F‘m]

I Text?Speech ]ITEXtQSpEEI:h F'rc]

I Map&ﬁﬁ—*l Map sendce 2 ]

[Genln:ahzatmm ] pen\ncahzamn 2]

End users

[ Meten service J[ Meteo pro ]

\_

Figure 2. Servery's context diagram.
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t and leads the execution part. All the exeoutiotions
related to the virtual machines management is dieehe
mechanisms provided by JASMINe Virtual Machines
Management (JASMINe VMM) [16].

The Servery marketplace platform (see Figure 3) was
designed with a front-end element (i.e., an ApaEA@P
Server) and at least one services execution emaeah (i.e.,
an OW2 JOnAS open-source Java EE 5 ApplicationeBerv
[17]). This design allows us to be able to scaletbp
Servery marketplace platform and the Telco services
deployed in it. In short, the Apache front-end atsa load
balancer. Note that the Apache front-end and allJ3@nAS
server(s) are run in virtual machines themselvasoner the
Xen hypervisor technology - an open source industry
standard for virtualization [18].
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/ Sorvery Marketolace Platform \ manage Vvirtualized servers and their associated
vt hypervisor. In short, it provides a JMX hypervisor-
agnostic facade/APl in front of proprietary

virtualization management protocols or APIs (such
as the open-source Xen and KVM hypervisors, the

P e

Endusers  |$—] | _SJM__] | VMware ESX hypervisor, the Citrix Xen Server
\\L;ﬁ J' hypervisor, and the Microsoft Hyper-V 2008 R2).
AV

-, . ..

JASMINe VMM is developed by France Telecom.

o2 | Note that the solution we propose is a fully opeuarse

_____ ) | and Java based solution, and that all communicatane

\{ ]/ done via the Java Management eXtension technoligx).
We now present the nominal steps executed when an

autonomic scale-up is launched (see Figure 4). ,Hbe

Servery Marketplace Platform initially contains twistual

N s
| =] |
Py
{

Xen hypervisor

Figure 3. Servery marketplace platform architecture.

This marketplace platform design is interesting;amse ~ machines (one containing the Apache LB, and one
it enables to easily support the addition and/onaeal of ~ containing a JOnAS server and Telco services). isets
services execution environments. The only condtfithis ~ request/interact with the (services of the) Servery
design is the need to reconfigure the front-endnete in  marketplace platform is referred as step numberAO.
order to take into account the addition and/or nesho nominal execution involves 6 steps (from 1 to 6):

This section presents the implementation of thegsed i)
solution. Our solution involves two high level mdel the E l
Servery marketplace platform that is in charge roivigling W U SO
services to the end users, and the Servery maaketpl
management platform that ensures the scale-up @mion

Vl | . | MPLEMENTATION / Servery Marketplace Platform \

!’

property.
The Servery marketplace management platform ingolve \{ \_ Xen hypervisor 14
four distinct modules: .
*  Service level checking is in charge of requestireg t Servery Marketplace Management Platform ®
relevant probes and collecting the monitoring dat
from the Servery marketplace platform. It is also i
charge of checking the compliance of the defined[ Sere 3_@{ Cluster ASMIN&VM%
. N . A 1 Scaler
SLAs with the monitoring data collected. It prodsice [\.crena ) =~ =, k@ Scaloup Creats WM
SLC results that are sent to JASMINe monitoring. (StAolton) —

gL oo BRSO

SLC is developed by France Telecom.
JASMINe Monitoring is part of the OW2 JASMINe
project. The OW2 JASMINe project aims to develop

an administration tools suite dedicated to SOA First, the objective of SLC is to check the comptia of
middleware such as application servers (Apachepe gServery Marketplace Platform (and its Telcovises)
JONAS, ...), MOM (JORAM, ...) BPM/BPEL/ESB \yith SLAs related: to the SaaS level (i.e., Telewvices
solutions (Orchestra, Bonita, Petals, ...) in o |ayel) 1o the Paas level (i.e., JONAS server Jeweld to the
facilitate the system administration [19]. JASMINE 555 |evel (j.e., virtual machines level). Consexlye SLC
Monitoring takes_ these SLC notifications as 'npUtrequests probes related to the Telco services,JORAS
and checks their frequency over a configurableseryer and the virtual machine with regard to thetracts
sliding time slot. It is also in charge of the play  \yanted. Amongst all the possible probes, we haesea to
step and it leads the scale-up execution stefocys and collect the following Telco services (Spa

Figure 4. Overview of the proposed solution.

JASMINe Monitoring is developed by Bull. information:
Clqster scaler is in charge ot transmitting exexuti «  The number of requests processed during the last
actions to JASMINe VMM. It is also in charge of the (configurable) time period

reconfiguration of the Apache Load Balancer in ., The total processing time during the last period

order to take into account the virtual machine just P ; ;
added. Cluster scaler is developed by Bull. The average processing time during the last period

JASMINe VMM is in charge of the management of  ps 30nAS server information chosen was:
the virtual machines created and executed over the | 114 current server state (e.g., starting, running)
Xen hypervisor. JASMINe VMM aims at offering a < The number of active HTTI5 ;essions ’

unified Java-friendly API and object model to The number of services deployed/running in a server
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The virtual machine information chosen was: » Atleast 6 minutes are consumed by the creatian, th
¢ The virtual machine CPU load boot and the initialization steps of the (just
e The total memory (heap and no-heap) introduced) virtual machine.
e The used memory (heap and no-heap) * Less than 1 minute is spent by Cluster Scaler to
reconfigure the marketplace platform and check its

Second, SLC results are sent to JASMINe monitoring. state.

JASMINe monitoring then checks the frequency of $h«

results corresponding to a violation. If the fregeye of the Note that the creation of the virtual machine can b

violations is too high (e.g. more than five viotais in a one reduced to a dozen seconds via the use of virtaahine
minute sliding time slot), it means that a scaleagfion is templates; the boot and initialization steps cae'teasily
needed. So, JASMINe monitoring plans this scal@&etipn  shortened.

(thanks to information known about the marketplace Figure 5 below is a screenshot of SLC. It shows SLC
platform) and executes it. Here, it means that JA&M results: here, one violation of the SLA tsla_id_gs tbeen
monitoring plans to introduce and configure anotvigual  detected).

maChIne Contalnlng a JOHAS server and the Telm L LU v eePtysicomemonySi focets) I CpuLand JOMAS state appll_numberOMequests  appl_werageProcessinglime  Slakd
Third, the scale-up action is sent to the Clustales. wes e 6 oS e senang 0 10 a3 oREn
FOUrth, Cluster Scaler Commands the JASMINe VMM to® iE}:nEEEET 167925636 nun?maw 2ee.stabeunning 0 10 tslald3 GREEN
create a new virtual machine (containing a JOnAgesand ™"t "™ P — Z e
the TeICO SerViceS)' Uuid 88 }E‘:(ZE%U;%: 167325696 00059265113  j2ee.staterunning 0 10 Vsh:m:? GREEN
Fifth, JASMINe VMM commands the Xen hypervisor in .. mee ot e sonarig 0 10 Wit oneen
order to introduce the specified virtual machiney B ues Zi%5, e Vo sy 0 10 w3 o
introducing a virtual machine, we mean creating, b o LD B2l € = 10 G
instantiating and launching the virtual machined(ats — ** w7 s s ¢ " s e
uyid 83 18392084 167325696 00059265113 [2ee.staterunning 0 10 fsla_id_3 GREEN
Conte.nt)' L. wigss TR0 t6rnses 00006275 Teestaenning 0 40 1103 OREEN
Sixth, Cluster Scaler is informed that the requiste ., mss .., T 0 R
virtual machine has correctly been instantiatediambw in 'TE.T'_‘LE A — ouis T
the running state. Then, Cluster Scaler reconfgyutfee — wen 555 ww ) towgiz VRN
Apache Load Balancer in order to take into acctliatnew
virtual machine (and its content) just introduced. Figure S. Screenshot of SLC with a SLA violation.

Finally, the load induced by the end users requgstew
dispatched between the two virtual machines (coimgithe
JONAS Servers and the services).

Figure 6 is a screenshot of JASMINe VMM. It shoWws t
marketplace platform after a self-scale-up. Thréeual
machines are displayed: one containing the ApacBe L
VIIl. VALIDATION (called apache) and two containing each a JOnA%sand

. . . the Telco services (called jonasWorkerl and jonakéra).
This section presents details, screenshots, andtses
about the demonstration associated to the scalsepase.

Console  Help

First, our solution has been demonstrated to CELAAE
P . JASMINe VMM
French National Research Agency (ANR) experts duittie N

Servery project's mid-term review (th& af May 2010). - o
This live demonstration and the validation wereelon B et HIEMOTY (MBY(ES)
three standards servers: one dedicated to the tpkde & B pisies ]
platform, one containing the marketplace managemer L
platform, and one in charge of injecting the enersisoad to DL O I .
the marketplace platform.
Over this hardware configuration, we observed that
whole MAPE loop runs approximately in 10 minutdggtis 0481 [
an average value coming from ten consecutive
experimentations. These 10 minutes are broken dasvn TR
follows: 10241 jorasworkert ||
¢ 1 minute is taken by SLC and JASMINe monitoring -
in order to monitor and detect 5 consecutive SLA T

violations in a 1 minute sliding time slot.
¢ 1 minute is taken by JASMINe monitoring for the
planning of the scale-up action and the launchiihg o
the execution step. Figure 7 below shows the number of requests, the
* 1 minute is spent by JASMINe VMM in order to average processing time, and the CPU load correippto
interact with the Xen hypervisor for introducing a jonasWorker1. Here, we have injected two identicatis on
new virtual machine. the Apache LB. The first load has led to a SLA afiwin and

Figure 6. Screenshot of JASMINe VMM with 2 JOnAS servers.
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the marketplace platform has been self-scaled-upe T Bull. Special thanks to Dr. Alexandre LEFEBVRE fois
help and to Dr. Thierry COUPAYE for hosting thisnko

second load has been injected after the self-sgalaection;
the load is now balanced between the two jonasWerke

B[0 -
Monitoring [l

o Teke Agpiaion mntarig B | SERVER ket o0 CPU e B

= \EOCUMELADUINL-LLOCE 3oV er

L —

B .

Sl IEE LB LM L B4 B9
Time

Numberof requests Totalprocessing ime (ms)

1 Mversge prceceing e ) [ ouissd )

Figure 7. Screenshot of JASMINe Monitoring graphs.

IX.  CONCLUSION

(1]

(2]

(3]

(4]

(5]

(6]

In this paper, we have presented an innovative -open

source solution for self-scaling the cloud to msetvice
level agreements. Our solution has been appli¢idet&loud
Computing context via a self-scaling use case cgriom
the European CELTIC Servery cooperative researcjeqt
Applying our proposal to this use case has ledouseteral
conclusions. First, according to the objectivesalibws to
self-scale a virtualized cloud depending on the m@ance
with SLA. It also allows separating concerns relate the
monitoring, analyzing, planning and executing stepsan
industrial context and in the frame of an indusuige case.
Second, our solution is functional and efficiert.has
been demonstrated in front of experts and validated
Third, one of the important challenges we solvethwi
this solution was to find, extend/modify, and imegg open-

(7]

(8]

El

[10]

[11]

source middleware pieces with respect to industrial

constraints raised by our R&D centers.

Last, but not least, this solution is well accepbgdboth
France Telecom and Bull production project teams.

As future work, we consider to work on the Serveesif-
scale-down and self-repair use cases. We also fan
introduce several monitoring probes in the marlaatpl
platform, to extend the SLC module in order to éhewre
complex SLAs, and to embed it in JASMINe monitoring
order to take advantage of its monitoring mechasisvie
also plan to extend both the Drools rules for thalysis step
and the planning mechanism in order to handle the t

[12]

[13]

(14]

(15]

remaining use cases. We also wish to use JASMIN&IVM [16]

capabilities in order to test our solution on a Vate
marketplace platform.
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