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Abstract—A new derivative-free optimization method for unconstrained optimization of partially separable functions is presented. Using average curvature information computed from sampled function values the method generates an average Hessian-like matrix and uses its eigenvectors as new search directions. For partially separable functions, many of the entries of this matrix will be identically zero. The method is able to exploit this property and as a consequence update its search directions more often than if sparsity is not taken into account. Numerical results show that this is a more effective method for functions with a topography which requires frequent updating of search directions for rapid convergence.

The method is an important extension of a method for non-separable functions previously published by the authors. This new method allows for problems of larger dimension to be solved, and will in most cases be more efficient.
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I. INTRODUCTION

Continuous optimization is an important area of study, with applications in statistical parameter estimation, economics, medicine, industry — simply put, anywhere a mathematical model can be used to represent some real-world process or system which is to be optimized. Mathematically, we can express such a problem as

$$\min_{x \in D \subseteq \mathbb{R}^n} f(x),$$

where $f$ is the objective function, based on the model which is defined on the domain $D$. These models can range from simple analytic expressions to complex simulations. Well known optimization methods such as Newton’s method use derivatives to iteratively find a solution. These derivatives must be provided, either through explicit formulas/computer code, or, for instance, automatic differentiatiation.

Suppose, however, that the objective function is produced by some sort of non-differentiable simulation, or that it involves expressions which can only be computed numerically, such as the solution to differential equations, integrals, and so on. In this case derivatives might not exist, or they may be unavailable if the numerically computed function is subject to some kind of adaptive discretization and truncation and therefore is non-differentiable, unlike the underlying mathematical function. In these cases derivative-based methods are not directly applicable, which leads to the need for methods that do not explicitly require derivatives. For an introduction to derivative free methods the reader is referred to [1].

Generating set search (GSS) methods are a subclass of derivative-free methods for unconstrained optimization. These methods can be extended to handle constraints, but we will focus on the unconstrained case when the domain $D$ in the problem (1) is equal to $\mathbb{R}^n$. A comprehensive introduction to these methods can be found in [12]. In their most basic form these methods only use function values and do not collect any information such as average slope or average curvature information. Computing this information, however, can significantly speed up convergence, and this is done in the methods presented in [2], [3], [4].

In addition, information about the structure of the function known a priori can also be useful. Suppose that the objective function $f$ can be written as a sum of element functions,

$$f = \sum_{i=1}^{m} f_i,$$

where each element function has the property that it is unaffected when we move along one or more of the coordinate directions. For example, we might have

$$f(x_1, x_2, x_3) = f_1(x_1, x_2) + f_2(x_2, x_3).$$

Then, the function is said to be partially separable [9] and we say that $f_i$ has a large null space. If $f$ is partially separable and twice continuously differentiable, then its Hessian matrix,

$$\nabla^2 f(x) = \begin{bmatrix} \frac{\partial^2 f}{\partial x_1^2} & \cdots & \frac{\partial^2 f}{\partial x_1 \partial x_n} \\ \vdots & \ddots & \vdots \\ \frac{\partial^2 f}{\partial x_n \partial x_1} & \cdots & \frac{\partial^2 f}{\partial x_n^2} \end{bmatrix},$$

will be sparse. For the function (2) the Hessian element $\frac{\partial^2 f}{\partial x_1 \partial x_3}$ will be zero. If the function (2) is not twice continuously differentiable, then the matrix of the corresponding finite differences, that is, the matrix with
\[
\frac{\left[f(x_1 + h, x_2, x_3 + k) - f(x_1 + h, x_2, x_3) - f(x_1, x_2, x_3 + k) + f(x_1, x_2, x_3)\right]}{(hk)} = 0, \quad (3)
\]
in position \((i, j) = (1, 3)\) (and with similar expressions for all other \((i, j)\)-pairs) will be sparse for any \(x\), and any nonzero \(h\) and \(k\), none of which have to be the same for each \((i, j)\)-pair. The sparsity structure is the same as for the differentiable case, so that the expression (3) is identically zero. This result can be extended to any partially separable function, as proved in [5].

In [15] a GSS method which exploits such structure is presented, which is applicable to the case where these element functions are individually available.

In this paper we present a GSS method which takes advantage of the structure of partially separable functions, without requiring the element functions (which may or may not be differentiable) to be available. It is an extension of the paper [4]. We use the concept of average curvature introduced in [4].

This paper is organized as follows: In section II we outline a basic framework for GSS, as well as the previous work of the authors on which the present paper is based. In Sections III and IV we present our main contribution, which is the framework for handling partially separable functions. Section V contains numerical results, and concluding remarks are given in Section VI.

II. GENERATING SET SEARCH USING CURVATURE INFORMATION

We restrict ourselves to a subset of GSS methods, namely sufficient decrease methods with \(2n\) search directions, the positive and negative of \(n\) mutually orthogonal directions, of unit length. These directions will in general not be the coordinate directions. A simplified framework for the methods we consider is given in Figure 1. The univariate function \(\rho\) must be nondecreasing and satisfy \(\lim_{x \to 0} \frac{\rho(x)}{x} = 0\). For simplicity, increasing the step length can be thought of as multiplying it by 2, and decreasing it as dividing by 2, although these rules may be more advanced. For the formal requirements on these rules, see [12]. Given mild requirements on the function \(f\) the step length \(\delta\) will ultimately go to zero, and the common convergence criterion for all GSS methods is that \(\delta\) is smaller than some tolerance.

As can be seen from the pseudo code in Figure 1, the set of search directions can be periodically updated. In [4], the authors present a method that computes average curvature information from previously sampled points, assembles this information in a Hessian-like matrix and uses the eigenvectors of this matrix as the search directions, which amounts to a rotation of the old search directions. Once this rotation has been performed, the process restarts, and new curvature information is computed, periodically resulting in new search directions. It is shown that the efficiency of the method can be greatly improved compared to just using the coordinate directions as the search directions throughout.

The computation of curvature information can be done in the following way, which is a slight modification of the methodology presented in [4]. Consider Figure 2, and assume that the current point is the point marked \(a\), and that the next two search directions in the repeat-loop in the pseudo code are the directions shown, \(q_1\) and \(q_2\). When searching along two directions in a row, there are four possible outcomes. Success-success (both the search along \(q_1\) and \(q_2\) produce function values which satisfy the sufficient decrease condition), success-failure (the search along \(q_1\) produces a sufficiently lower function value, but the search along \(q_2\) does not), failure-success, and finally failure-failure. In all of these four cases, by computing the function value at a fourth point, the function values at four points in a rectangle can be obtained. The details are given in Table I. The function values at four such points \(a, b, c\) and \(d\) can be inserted into the formula

\[
\frac{\bar{\nabla}^2 f(\hat{x}) q_2}{\|b - a\| \|d - a\|}.
\]

If the objective function is twice continuously differentiable, then (4) is equal to \(q_1^T \nabla^2 f(\hat{x}) q_2\), where \(\hat{x}\) is some point within the rectangle \(abcd\). If the function is not twice continuously differentiable, (4) captures the average curvature.

Given set of search directions \(Q\), step length \(\delta\) and an initial guess \(x \leftarrow x_0\).

While \(\delta\) is larger than some tolerance

Repeat until \(x\) has been updated or all \(q \in Q\) have been used:

Get next search direction \(q \in Q\).

If \(f(x + \delta q) < f(x) - \rho(\delta)\)

Update \(x\): \(x \leftarrow x + \delta q\).

Optionally increase \(\delta\).

End if

End repeat

If no search direction provided a better function value, decrease \(\delta\).

Optionally update \(Q\).

End while

Figure 1. Simplified framework for a sufficient decrease GSS method.

Figure 2. Location of sampled points used for curvature computation.
The search along $q_1$ moves the current best point to $b$, and the search along $q_2$ moves the current best point to $c$. The function value at $d$ must be computed separately.

SF: The search along $q_1$ computes the function value at point $b$, but does not move the current best point. The search along $q_2$ computes the function value at point $d$. The function value at point $c$ must be computed separately.

FF: Neither the search along $q_1$ nor $q_2$ update the current best point, but the function values at points $b$ and $d$ are obtained. The function value at point $c$ must be computed separately.

### Table I

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS</td>
<td>The search along $q_1$ moves the current best point to $b$, and the search along $q_2$ moves the current best point to $c$. The function value at $d$ must be computed separately.</td>
</tr>
<tr>
<td>SF</td>
<td>The search along $q_1$ computes the function value at point $b$, but does not move the current best point. The search along $q_2$ computes the function value at point $d$. The function value at point $c$ must be computed separately.</td>
</tr>
<tr>
<td>FF</td>
<td>Neither the search along $q_1$ nor $q_2$ update the current best point, but the function values at points $b$ and $d$ are obtained. The function value at point $c$ must be computed separately.</td>
</tr>
</tbody>
</table>

The rectangle lies in the plane spanned by the search directions $q_1$ and $q_2$ since these were used consecutively. By successively reordering how the “get next search direction” statement considers the directions in $Q$, one can obtain curvature information with respect to all the $n(n-1)/2$ possible different combinations of search directions, in a finite and uniformly bounded number of steps, which depends on $n$ since there are $O(n^2)$ elements of curvature information which must be assembled. (For this reason, the method is not suitable for $n$ larger than about 30, but exploiting structure can allow for much larger $n$, as will be explained in Section III.)

The information can be assembled in a matrix $C_Q$, so that $C_Q$, in the case of a twice continuously differentiable $f$, contains $q_j^T \nabla^2 f(\hat{x})q_j$ in positions $(i, j)$ and $(j, i)$, which is curvature information with respect to the coordinate system defined by the $n$ directions in $Q$. (Note that the point $\hat{x}$ is different for each $(i, j)$-pair.) The diagonal elements of $C_Q$ must be computed separately, for instance when the step length is reduced, since the preceding repeat-loop, combined with the current $f$-value then gives the function values at three equally spaced points on a straight line for all $n$ search directions.

Once the matrix $C_Q$ is complete, it is subjected to the rotation

$$C \leftarrow QC_QQ^T,$$

where $Q$ is the matrix with the $n$ unique search directions as its columns, ordered so that they correspond to the ordering of the elements in $C_Q$. $C$ now contains curvature information with respect to the standard coordinate system.

The search directions in $Q$ are then replaced with the positive and negative of the eigenvectors of $C$.

### III. EXTENSION TO SEPARABLE FUNCTIONS

Suppose the function $f$ is partially separable. As mentioned in the introduction, the Hessian will be sparse if $f$ is twice continuously differentiable, and if the Hessian is not defined, the matrix of average curvature information will be sparse [5]. Let $r$ be the number of nonzero elements in the lower diagonal of these curvature matrices. Then, even though the matrix $C$ can be restricted to have this sparsity pattern, the matrix $C_Q$ cannot be assumed to be sparse, since we cannot expect the finite differences (4) to be zero for arbitrary search directions $Q$. However, sparsity can still be exploited.

Define the Kronecker product. Given two matrices $A \in \mathbb{R}^{m \times n}$ and $B$, then the Kronecker product $A \otimes B$ is given as

$$A \otimes B = \begin{bmatrix} A_{11}B & \cdots & A_{1n}B \\ \vdots & \ddots & \vdots \\ A_{m1}B & \cdots & A_{mn}B \end{bmatrix}. \quad (6)$$

The Kronecker product is useful in the present context because of the relation

$$AXB = C \iff (B^T \otimes A)\text{vec}(X) = \text{vec}(C). \quad (7)$$

Here $\text{vec}(X)$ and $\text{vec}(C)$ are vectors containing the entries of the matrices $X$ and $C$ stacked row-wise [11].

Using (6) and (7) the rotation (5) can be written implicitly as

$$(Q^T \otimes Q^T)P_c\text{vec}(C) = \text{vec}(C_Q). \quad (8)$$

Since we impose a sparsity structure on $C$ as well as symmetry, all the entries in the upper triangle, as well as all the zero entries of $\text{vec}(C)$ can be removed from (8), resulting in the overdetermined equation system

$$(Q^T \otimes Q^T)P_c\text{vec}(C) = \text{vec}(C_Q), \quad (9)$$

where the vector $\text{vec}(C)$ contains the $r$ elements of $C$ to be determined, and the $n^2 \times r$ 0-1 matrix $P_c$ adds together the columns corresponding to upper and lower diagonal elements $C_{ij}$ and $C_{ji}$ for all off-diagonal elements, and deletes the columns corresponding to zero entries in $C$. For example, if $C$ is to be tridiagonal and is of size $3 \times 3$, that is,

$$C = \begin{bmatrix} \times & \times & \times \\ \times & \times & \times \\ \times & \times & \times \end{bmatrix}$$
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then it has one zero element and five nonzero elements in the lower triangle, so that $P_c$ has size $9 \times 5$ and reads:

$$
P_c = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}.
$$

(10)

Since the equation system (9) is overdetermined, we can select $r$ rows from the coefficient matrix and the right-hand side, resulting in the $r \times r$ equation system

$$
P_{row}(Q^T \otimes Q^T)P_c \vartriangledown(C) = P_{row} \vec{c}(C_Q),
$$

(11)

where $P_{row}$ is an $r \times n^2$ 0-1 matrix which selects $r$ rows. $P_{row}$ will be the first $r$ rows of a permuted $n^2 \times n^2$ identity matrix. The resulting equation system (11) will be significantly smaller than its counterpart (8) when a sparsity structure is imposed on $C$, and the corresponding effort required to compute the right-hand side is similarly smaller. If there are only $O(n)$ elements to be determined, then the number of steps needed to compute the entire right-hand side $P_{row} \vec{c}(C_Q)$ does not depend on $n$, which does away with the practical limit on dimension discussed in the previous section.

Exactly which rows $P_{row}$ should select in order to create a well-conditioned coefficient matrix is nontrivial, and is sometimes called the subset selection problem in the literature (see e.g., [7]). One suitable solution procedure is to determine these rows by computing a strong rank-revealing QR factorization of the transpose of $P_{row}(Q^T \otimes Q^T)$ and selecting the rows chosen by the theory and algorithms of Gu and Eisenstat, presented in [10]. An implementation of this selection procedure can be found in [14].

IV. CONVERGENCE THEORY

The method presented so far, being a sufficient decrease method with $2n$ search directions which are the positive and negative of $n$ mutually orthogonal directions, adheres to the algorithmic framework and convergence theory of Lucidi and Sciandrone [13]. We can therefore state the following theorem, without proof.

**Theorem 1:** Suppose $f$ is twice continuously differentiable, bounded below and the level set $\mathcal{L}(x) = \{ y \mid f(y) \leq f(x) \}$ is compact. Then, the method converges to a first-order stationary point.

We now prove that if $f$ is twice continuously differentiable, then the computed curvature matrix $C$ converges to the true Hessian in the limit.

Define $A = P_{row}(Q^T \otimes Q^T)P_c$. Let $f$ be twice continuously differentiable and the Hessian Lipschitz-continuous in the sense that

$$
\| \nabla^2 f(x) - \nabla^2 f(y) \| \leq L \| x - y \|. 
$$

(12)

Define $r$ pairs of vectors $p^{(k)}, q^{(k)}$ $k = 1, \ldots, r$, all of unit length, such that the $k$th row of $A$ is equal to

$$
\left( p^{(k)T} \otimes q^{(k)T} \right) P_c.
$$

(13)

This means some of these vectors will be equal, but the pairs will be unique. In addition let $r$ points $x^k$, $k = 1, \ldots, r$, be such that element $k$ of $P_{row} \vec{c}(C_Q)$,

$$
(P_{row} \vec{c}(C_Q))_k = p^{(k)T} \nabla^2 f(x^k) q^{(k)}.
$$

Let $\eta$ be such that

$$
\max_{i,j} \| x^i - x^j \| = \eta.
$$

Let $\mathcal{N}$ be the neighborhood of points such that

$$
\mathcal{N} = \{ x \mid \| x - x^k \| \leq \eta, \; k = 1, \ldots, r \}.
$$

For convenience, let us restate (11), as

$$
\vec{c}(C) = P_{row} \vec{c}(C_Q).
$$

(14)

**Lemma 2:** Assume $A$ is invertible. Let $C$ be the symmetric $n \times n$ matrix constructed from the solution of (14). Then, there exists an $x \in \mathcal{N}$ such that

$$
\| \nabla^2 f(x) - C \| \leq \| A^{-1} \| n \eta.
$$

**Proof.** Let us rewrite the contents of $P_{row} \vec{c}(C_Q)$:

$$
\begin{align*}
(P_{row} \vec{c}(C_Q))_k &= p^{(k)T} \nabla^2 f(x^k) q^{(k)} \\
&= p^{(k)T} \left( \nabla^2 f(x) + \nabla^2 f(x^k) - \nabla^2 f(x) \right) q^{(k)} \\
&= p^{(k)T} \nabla^2 f(x) q^{(k)} + \left[ p^{(k)T} \left( \nabla^2 f(x^k) - \nabla^2 f(x) \right) q^{(k)} \right].
\end{align*}
$$

(15)

Then, and in addition defining $h = \vec{c}(\nabla^2 f(x))$, equation (14) can be written as

$$
\vec{c}(C) = Ah + \epsilon.
$$

(16)

Here $(Ah)_k$ is the expression in the first parenthesis of (15), and $\epsilon_k$ is the expression in the last parenthesis of (15). If we consider the norm of a single element in $\epsilon$, this is

$$
|\epsilon_k| \leq \| p^{(k)} \| || \nabla^2 f(x^k) - \nabla^2 f(x) || q^{(k)} || \leq L \eta,
$$

(17)

using (12) and the fact that $p$ and $q$ have unit length. When solving (14), we get

$$
\vec{c}(C) = h + A^{-1} \epsilon.
$$
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If we consider a single element of vec(C) and h we can write
\[ |(\text{vec}(C))_k - h_k| \leq \|A^{-1}\| |\epsilon_k|, \]
which can also be written
\[ |C_{ij} - (\nabla^2 f(x))_{ij}| \leq \|A^{-1}\| |\epsilon_k| \quad (18) \]
Using the property of the 2-norm that
\[ \|A\|_2 \leq n \max_{i,j} |a_{ij}|, \]
as well as (17) we can extend (18) to
\[ \|C - \nabla^2 f(x)\| \leq \|A^{-1}\|nL\eta, \]
which completes the proof. □
We must now prove that there always exists a matrix A with rank r, and that the term \(\|A^{-1}\|\) is uniformly bounded. Since A is made up of the rows of the matrix \((Q^T \otimes Q^T)P_c\), there will be a choice of rows which imply full rank if the matrix \((Q^T \otimes Q^T)P_c\) has rank r.

**Lemma 3:** For any orthogonal matrix Q and any sparsity structure to be imposed on C, the matrix \((Q^T \otimes Q^T)P_c\) has full rank r, and its smallest singular value \(\sigma_r\) satisfies \(\sigma_r \geq 1\).

**Proof.** Since Q is orthogonal, so is \(Q^T\), and also \((Q^T \otimes Q^T)\). For any sparsity structure, right-multiplying \((Q^T \otimes Q^T)\) with \(P_c\) either adds together two columns, or deletes columns. Consequently, the columns of the resulting matrix \((Q^T \otimes Q^T)P_c\) are orthogonal (which implies full rank), and have either length one or length \(\sqrt{2}\). It then follows that the singular values are equal to the length of the column vectors, either 1 or \(\sqrt{2}\). □

**Lemma 4:** Prow can be chosen such that for a given n, the smallest singular value of A is uniformly bounded below, and consequently that \(\|A^{-1}\|\) is uniformly bounded.

**Proof.** This result follows from the theory and methods of Gu and Eisenstat [10], which guarantee that the rows of A (or equivalently the columns of \(A^T\), as is done in [10]) can be selected from the rows of \((Q^T \otimes Q^T)P_c\) in such a way that the smallest singular value of A is larger than or equal to the smallest singular value of \((Q^T \otimes Q^T)P_c\), divided by a low order polynomial in n and r. Since n and r are given and the smallest singular value of \((Q^T \otimes Q^T)P_c\) is always larger than or equal to 1, the result follows. □
Finally, we show that \(\eta\) goes to zero as the GSS method converges to a stationary point.

**Lemma 5:** Assume that the step length expansion factor is uniformly bounded by, say, M. Then, as the step length \(\delta\) goes to zero, so does \(\eta\).

**Proof.** That the step length \(\delta\) goes to zero is an integral part of the convergence theory of GSS methods and is proved in e.g. [12]. \(\eta\) is the diameter of neighborhood of points \(N\). Since all the points in \(N\) lie within the rectangles of points used in the formula (4), it follows that \(\eta\) must be smaller than maximum possible distance between the first and the last corner point used for computing C. Suppose, that when the computation of C is started the step length is \(\delta_{max}\), and that the maximum possible number of step length increases before C is computed is t. Then we have
\[ \eta \leq \sum_{k=0}^{t} \delta_{max}M^{k-1}. \]
The only variable in this expression is \(\delta_{max}\), and we know it goes to zero as the method converges. Consequently, so must \(\eta\). □
This allows us to state the following theorem:

**Theorem 6:** Assume that \(f\) is twice continuously differentiable, bounded below and that the level sets \(L(x)\) are compact. Then, as the method converges, \(C\) converges to the true Hessian.

The proof follows from the preceding Lemmas. This result, together with the preliminary numerical results in [6] allows us to conjecture that the method actually converges to second-order stationary points.

**V. Numerical Results**
For the sake of brevity, there are many common implementation details for GSS methods which have been omitted in this paper. For instance, it is possible to have individual step lengths (e.g., n step lengths, one for each positive-negative search direction pair), to compute an approximate gradient and performing Newton-like steps, have variations on how step length(s) can be increased and decreased, choose \(\rho\) in several ways, and so on. These all affect the numerical performance of the method. The purpose of the present paper is, however, to show the benefits of exploiting sparsity when computing curvature information in the context of GSS methods. For this reason, it is the relative increase in performance when exploiting sparsity that is important in our numerical experiments, which used, among other things, n individual step lengths. The results are shown in Table II. The table reads, from left to right, the function name, and the dimension n. The functions are all differentiable, so the column r indicates the number of nonzero elements in the Hessian matrix. Then follow the number of function evaluations required to reduce the objective function value from the recommended initial solution to \(10^{-5}\), first for the method exploiting sparsity, and finally for the method not exploiting sparsity. The functions all have an optimal objective function value \(f^* = 0\).
As one can see, one sometimes can get significant savings when exploiting sparsity, for example for the extended Rosenbrock function, CRAGGLVY, MOREBV and TQUARTIC. The reason for this is that the new method is able to rotate its search directions more often, which adapts them to the local topography of the objective function.
If we look at the extended Rosenbrock function there are several advantages to exploiting sparsity. Firstly there are \(3n/2\) nonzero elements in the Hessian, which means
that in relative terms, $C$ can be computed increasingly cheaply as $n$ grows. Secondly, the Hessian is block diagonal, which implies that it has element functions which can be optimized independently. As a consequence the eigenvectors have a block structure as well, which, since there are $n$ step lengths, actually means that the method exploiting sparsity automatically optimizes the element functions independently of each other. This is reflected in the fact that the number of function evaluations needed to obtain a solution grows more or less linearly with $n$, as opposed to when not exploiting sparsity, where the growth in function evaluations is almost quadratic.

If the topography is such that frequent updating of the search directions is not important, then the results are more similar for the two algorithms.

### VI. Conclusion

We have presented a GSS algorithm which exploits the partial separability of the objective function. The method is provably convergent to first-order stationary points, and based on its theoretical and numerical properties we conjecture that it is convergent to second-order stationary points. Numerical results indicate that exploiting separability can lead to significant improvement in convergence, in many cases.
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