Abstract—This paper proposes a method for improving touchscreen usability by anticipating user motions. Reaction speed and simple structure are important for good touchscreen usability. With this in mind, we present a system that can estimate a desired position for user motion by anticipating a motion several time steps ahead, using only sensors attached to the touchscreen. User motion that changes suddenly may not have the Markov property. We present here a novel methodology based on an Auxiliary Particle Filter (APF) with parameter estimation to deal with this issue. User motion is anticipated by regarding the motion in terms of parameters. We demonstrate the validity of our approach through experiments.
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I. INTRODUCTION

Many machine products are currently available, most of which require human operation. A machine that requires human operation does not always run as intended. Touchscreen manipulation is a typical example. A user can control items displayed on a touchscreen using fingers in an intuitive manner. However, a system sometimes cannot react to rapid finger motion, resulting in the display of an unintended image. Anticipating user motion to produce an output corresponding to user intention can be expected to result in improved work efficiency and reduced human error.

The important issues in user interface design are product downsizing (a hardware issue) and reaction speed (a software issue). A large user interface system can have reduced mobility, difficult set up, and therefore limited use. A late system response might not always produce the output that a user wants. Developing a small system for a user interface with rapid reaction can be expected to enhance convenience and usage in various fields, such as medicine. With this in mind, this paper targets the development of a convenient user interface system for touchscreens. By predicting intended user motion, namely, the desired position for the motion, we speed up the reaction speed of a system and enhance its usability. We use only regular sensors originally attached to a touchscreen to construct a compact system.

There are some research on predicting user intention. Chen et al. [1] proposed a method for predicting user intention/action in web applications using a user intention model based on extracted linguistic features. Armentano et al. [2] developed a method in which interface agents can detect user intention based on a variable-order Hidden Markov Model (HMM). Carrasco et al. [3] presented a method for predicting user hand movement using information from a camera attached to the wrist. Surf features extracted from the image were used to predict hand motion using an HMM. However, their target was sequential user intention or action expressed using discrete state variables, and the presented methods are difficult to apply to a continuous process such as user touchscreen motion. However, the predicted motion is a manually discrete event. There are several methods using a Particle Filter (PF) [4] for tracking humans and objects. Zahidul et al. [5] developed a PF-based method for tracking objects in a video scene using color and shape information. Wang et al. [6] presented a methodology for dealing with occlusion by combining the information from multiple cameras. The purpose of such research is not the anticipation of user motion (estimation of user intention), but its detection. Anticipation is required in situations in which a user motion suddenly changes, and its tracking is temporarily lost. A method that can deal with sudden changes in user motion is proposed by Oka et al. [7]. They developed a system that estimates the three-dimensional posture of a user’s head in real time using PF from multiple camera images. However, this method did not provide an adequate solution. Enlarging the search area for a state at the next time step results in sudden changes in user motion from a discrete state change to a non-discrete (continuous) state change. This method thus requires a large number of particles and cannot be expected to work on touchscreens in real time.

On the other hand, research dealing with touchscreens has targeted mainly the evaluation of systems to improve designs. Wobbrock et al. [8] analyzed gestures used with touchscreens. Lin [9] evaluated the usability of mobile maps running on touchscreens. There is some research on developing systems for improving touchscreen usability. Dohse et al. [10] presented a method that combines hand tracking and touch detection to detect the movement of each user when multiple users access one touch display. However, a camera was used as an additional sensor for touch detection.

With this in mind, this paper presents a methodology for estimating user intention (desired position for user motion) for touchscreens. The key features are as follows. (1) Only regular sensors originally attached to a touchscreen are used. (2) We improve the reaction speed of a system by estimating user intention continually, using an Auxiliary Particle Filter (APF) [11]. APF is a kind of PF. PF is a Bayes filter [12] that approximates posterior density using a number of particles. Each particle has a weight, and the particles are recursively...
updated/sampled according to their weights. When computing weights in APF, observation results are taken into account. Particles closer to the actual value than in PF can be generated in APF. APF has been used for such tasks as robot localization [13], anomaly detection in spacecraft [14], and human tracking [15]. APF was extended to a filter that can deal with parameter estimation by West [16] and Liu et al. [17]. User intention (user-desired position) is usually continuous, but sometimes discontinuous. For example, a user’s finger moves from left to right (in this case the motion is continuous), but the direction of motion changes suddenly from right to upward (in such a moment the motion is discontinuous). Then, user intention may lack the Markov property. This indicates that we cannot handle user intention estimation similarly to state estimation. In this connection, this paper presents a novel methodology that regards user intention in terms of parameters, and applies APF with parameter estimation.

The remainder of this paper is organized as follows. In Section II, the target system is described using a basic strategy. APF is introduced in Section III. We present our APF-based methodology for estimating user intention in Section IV. The experimental results are shown in Section V, and we conclude in Section VI.

II. TARGET SYSTEM AND BASIC STRATEGY

Fig. 1 shows a schematic view of the target system. We suppose that the user uses the touchscreen with one finger and moves object images on the touchscreen. Our purpose is to anticipate the position to which the user wants to move the target, namely, the user intention (Fig. 2).

The user finger position is measured by sensors attached to the touchscreen. This measurement is the observation value. We denote the observation value at time $t$ by $y_t \in \mathbb{R}^2$. Let the user finger position be the state of the system: $x_t \in \mathbb{R}^2$. Ideally, $x_t = y_t$, but owing to (for example) noise and reaction delay, this does not always hold in practice. We regard user intention as the desired target position of user motion. As mentioned previously, the desired target position may lack the Markov property. We then regard the desired target position in terms of parameters: $\theta_t \in \mathbb{R}^2$. This is the key idea for estimating user intention.

In this case, state and observation equations can be represented by

$$p(x_{t+1}|x_t, \theta_t),$$

$$p(y_t|x_t),$$

with the aim of estimating user intention $\theta_t$ while estimating the state $x_t$: $p(x_t, \theta_t|y_t)$. We use APF with parameter estimation [16][17] for this purpose. The original method estimates time-invariant parameters, but the target parameter $\theta_t$ is not always time-invariant. Therefore, we extend the original APF with parameter estimation for estimating time-variant parameters.

III. AUXILIARY PARTICLE FILTER WITH PARAMETER ESTIMATION

We briefly introduce APF with parameter estimation as presented by West [16] and Liu et al. [17]. APF can be regarded as an extended version of PF based on the Sampling Importance Resampling (SIR) algorithm [18][19][20]. APF is explained after a brief introduction to PF.

A. Particle Filter based on SIR

PF is a Bayesian filter for estimating the state $x_t$ at time $t$ from observation $y_t$. It corresponds to deriving the posterior distribution $(x_t|y_t)$. From Bayes’ theorem, we have

$$p(x_{t+1}|y_{t+1}) \propto p(y_{t+1}|x_{t+1})p(x_{t+1}).$$

Here, the prior distribution can be expressed by

$$p(x_{t+1}) = \int p(x_{t+1}|x_t)p(x_t|y_t)dx_t.$$  \hspace{1cm} (5)

PF is for approximating the posterior distribution $p(x_t|y_t)$ at each time step $t$ by $i = 1, \ldots, N$ particles $x_t^{(i)}$ with corresponding weights $\omega_t^{(i)}$. Then, (5) is rewritten as

$$p(x_{t+1}) = \sum_{i=1}^{N}\omega_t^{(i)}p(x_{t+1}|x_t^{(i)}),$$

after which (4) is rewritten as

$$p(x_{t+1}|y_{t+1}) \propto p(y_{t+1}|x_{t+1})\sum_{i=1}^{N}\omega_t^{(i)}p(x_{t+1}|x_t^{(i)}).$$

Let $x_t^{(i)}$ be $x_t^{(i)}$ for the $i$th particle and evaluate the corresponding value of $\omega_t^{(i)}p(y_{t+1}|x_t^{(i)})$. Let this value be $\omega_t^{(i)}$ (at the next time step).
\[ \omega_t^{(j)} \propto \omega_t^{(j)} p \left( y_{t+1} | x_{t+1}^{(j)} \right) = \omega_t^{(j)} \frac{p\left(y_{t+1} | x_{t+1}^{(j)}\right)p\left(x_{t+1}^{(j)} | y_t\right)}{q(x_{t+1}^{(j)} | y_t, x_t)}. \quad (8) \]

The second term is the general form from the viewpoint of importance sampling. In importance sampling, the state is expressed by the weighted sum of proposal distribution \( q(\cdot) \). SIR-based PF can be regarded as the filter assuming that the proposal distribution \( q(\cdot) \) is the prior distribution \( p(x_t) \).

In SIR-based PF, the sampled points depend on the current prior \( x_{t+1} \) and do not take \( y_{t+1} \) into account. Consequently, we need a large number of particles for accurate estimation. This is the issue in PF. APF is a filter that resolves this issue by taking the likelihood distribution \( p(y_{t+1} | x_{t+1}) \) into account. In APF, the distribution is expressed by

\[ p(x_{t+1} | y_{t+1}) \propto p(y_{t+1} | x_{t+1}) p(x_{t+1} | \theta) p(\theta | D_t)\]

\[ \propto p(y_{t+1} | x_{t+1}, \theta) p(x_{t+1} | \theta, D_t) p(\theta | D_t). \quad (13) \]

\( \theta \) cannot be treated in the same way as in state \( x_t \) estimation. Thus, we add small random disturbances and evolve artificially

\[ \theta_{t+1} = \theta_t + \zeta_{t+1}, \quad (14) \]

\[ \zeta_{t+1} \sim N(0, W_{t+1}), \quad (15) \]

where \( N(0, W_{t+1}) \) is the normal distribution with mean 0 and variance matrix \( W_{t+1} \), and \( \zeta_{t+1} \) provides small random disturbances. Then, \( \theta \) becomes \( \theta_t \) and can be treated in a manner similar to that used for state estimation.

Here, supposing that \( \theta_t^{(j)} \) is the parameter for the \( j \)th particle with corresponding weight \( \omega_t^{(j)} \), the following equation is considered for the parameter estimations.

\[ p(\theta_t | D_t) \approx \sum_{j=1}^{N} \omega_t^{(j)} N(\theta_t | m_t^{(j)}, h^2 V_t), \quad (16) \]

where \( N(\theta_t | m_t^{(j)}, h^2 V_t) \) is a multivariate normal density function with mean \( m_t^{(j)} \) and variance matrix \( h^2 V_t \). \( h (> 0) \) is the smoothing parameter. \( V_t \) is the weighted variance matrix for \( \theta_t \).

\[ V_t = \sum_{j=1}^{N} \omega_t^{(j)} (\theta_t^{(j)} - \bar{\theta}_t)(\theta_t^{(j)} - \bar{\theta}_t)^T, \quad (17) \]

where

\[ \bar{\theta}_t = \sum_{j=1}^{N} \omega_t^{(j)} \theta_t^{(j)}, \quad (18) \]

\( m_t^{(j)} \) is the mean for \( \theta_t \) for the \( j \)th particle and then, normally, \( m_t^{(j)} = \theta_t^{(j)} \). However, in this case, the variance matrix for \( p(\theta_t | D_t) \) given in (17) becomes \( (1 + h^2)V_t \), and over-dispersion occurs. In order to resolve this issue, West [16] introduced the following equation for \( m_t^{(j)} \).

\[ m_t^{(j)} = a \theta_t^{(j)} + (1 - a) \bar{\theta}_t, \quad (19) \]

where \( a = \sqrt{1 - h^2} \). In this case, the variance matrix for \( p(\theta_t | D_t) \) becomes \( V_t \), and the issue is resolved.

APF with parameter estimation can be summarized as follows ([16] and [17]). Table I shows the nomenclature.

1. For \( j = 1, ..., N \), we calculate the likely value associated with \( x_t^{(j)}, \theta_t^{(j)} \), given by \( p_t^{(j)}, m_t^{(j)} \)

\[ p_t^{(j)} = E(x_{t+1} | x_t^{(j)}, \theta_t^{(j)}) \],

\[ m_t^{(j)} = a \theta_t^{(j)} + (1 - a) \bar{\theta}_t \],

where \( E(\mathcal{X}|A) \) is the conditional expectation of random variable \( X \) under phenomenon \( A \). Note that \( a \) in (19)
determines how close $\theta^{(j)}_t$ should be to the mean $\overline{\theta}_t$. In practice, $\alpha$ is set to a value extremely close to one (0.973-0.994).

2. Resample $N$ particles according to the following weight.

$$ g^{(j)}_{t+1} \propto \omega^{(j)}_t \, p(y_{t+1} | \mu^{(j)}_{t+1}, m^{(j)}_t). $$

Note that the index $k$ is used for the resampled $N$ particles.

3. Sample the parameters according to

$$ \theta^{(k)}_{t+1} \sim N(\cdot | m^{(k)}_t, h^2 V_t). $$

4. Sample a value of the current state $x^{(k)}_{t+1}$ from the state equation.

$$ x^{(k)}_{t+1} \sim p(\cdot | x^{(k)}_t, \theta^{(k)}_{t+1}) $$

5. Evaluate the following weight.

$$ \omega^{(k)}_{t+1} \propto \frac{p(y_{t+1} | x^{(k)}_{t+1}, \theta^{(k)}_{t+1})}{p(y_{t+1} | x^{(k)}_t, \theta^{(k)}_{t+1})}. $$

6. Repeat steps one through five.

**TABLE I. NOMENCLATURE**

<table>
<thead>
<tr>
<th>$N$</th>
<th>The number of particles</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_t$, $y_t$, $\theta_t$</td>
<td>The state, the observation and the parameter vectors at $t$</td>
</tr>
<tr>
<td>$x^{(j)}_t$</td>
<td>$x_t$ at the $j^{th}$ particle at $t$</td>
</tr>
<tr>
<td>$\theta^{(j)}_t$</td>
<td>$\theta_t$ at the $j^{th}$ particle at $t$</td>
</tr>
<tr>
<td>$\omega^{(j)}_t$</td>
<td>Weight of $j^{th}$ particle at $t$</td>
</tr>
<tr>
<td>$\overline{\theta}_t$</td>
<td>$\sum_j \omega^{(j)}_t , \theta^{(j)}_t$</td>
</tr>
<tr>
<td>$V_t$</td>
<td>$\sum_j \omega^{(j)}_t (\theta^{(j)}_t - \overline{\theta}_t) (\theta^{(j)}_t - \overline{\theta}_t)^T$</td>
</tr>
<tr>
<td>$\hat{\theta}_t$</td>
<td>$\sum_j \omega^{(j)}_t \omega^{(j)}_t (\theta^{(j)}_t - \overline{\theta}_t)$</td>
</tr>
<tr>
<td>$\mu^{(j)}_{t+1}$</td>
<td>Likely value associated with the component $p(x_{t+1}</td>
</tr>
<tr>
<td>$m^{(j)}_t$</td>
<td>Likely value associated with $\theta^{(j)}_t$</td>
</tr>
<tr>
<td>$g^{(j)}_{t+1}$</td>
<td>Weight for resampling at the $j^{th}$ particle at $t$</td>
</tr>
</tbody>
</table>

**IV. USER INTENTION ESTIMATION USING PARAMETERIZATION**

Here we present a new methodology for estimating user intention. User motion can change suddenly, in which case the Markov property cannot be assumed and the usual state estimation algorithm cannot be used. The key idea for resolving this issue is to estimate the desired position for user motion in terms of parameters. We use APF with parameter estimation for user intention. The original method is intended for time-invariant parameters, while the target parameters are not always time invariant. However, we can use the same analogy, with some extensions of the algorithm, because the method treats the time-invariant parameters as time-variable parameters.

The desired position for user motion $\theta^u_t$ is considered to be sometimes the same as or close to the value at the previous time step and sometimes definitely different and difficult to anticipate from that value. Therefore, we update $\theta^u_t$, supposing the following equation

$$ \theta^{u*}_{t+1} = a^* \theta^u_t + (1 - a^*) \theta^u_{t+1}, $$

where $\theta^{u*}_{t+1}$ is $\theta^u_t$ for the $j^{th}$ particle. The first term relates to the case in which the desired position for user motion is the same as or close to the value at the previous time step. The second term relates to the case in which user motion changes suddenly, and the desired position for user motion is far from the value at the previous time step. $a^*$ is the parameter that represents which term more strongly affects the value at the next step. $\theta^{u*}_{t+1}$, which is not related to $\theta^u_t$, can be expressed by

$$ \theta^{u*}_{t+1} = \theta^{u*}_{t+1}(D^u_t), $$

where $D^u_t = \{D^u_{t-1}, y_t\}$ is the information set at time $t$ with regard to observation $y_t$. Even in this case, (13) is still valid (with $\theta$ replaced by $\theta^{u*}_{t+1}$). Therefore, comparing (25) with (19) (and (14)), it is expected that the same methodology can be applied by replacing $\theta^u_t$ by $\theta^{u*}_{t+1}$ given in (25). The two cases differ in that $\theta^{u*}_{t+1}$ in (19) is the main part in (19) (since $a$ is large), while $\theta^{u*}_{t+1}$ is the main part in (25) ($a^*$ is small). The difference appears in the variance matrix. Over-dispersion of the variance matrix must then be checked carefully. In the estimation of the desired position for user motion, the variance matrix can be expressed as

$$ (h^2 + a^2 \sigma^2) V^u + (1 - a^*)^2 V^{*u}, $$

where

$$ V^u = \sum_{j=1}^N \omega^{(j)}_t \, (\theta^{(j)}_t - \overline{\theta}_t) (\theta^{(j)}_t - \overline{\theta}_t)^T, $$

$$ V^{*u} = \sum_{j=1}^N \omega^{(j)}_t \, (\theta^{*u}_{t+1} - \overline{\theta}_t) (\theta^{*u}_{t+1} - \overline{\theta}_t)^T. $$

When $\theta^{*u}_{t+1} \equiv \overline{\theta}_t$, letting $h^2 + a^2 \sigma^2 = 1$ or $h^2 + a^2 < 1$, the variance matrix becomes $(h^2 + a^2 \sigma^2) V^u$ (constant or decreasing), and the diffusion of dispersion can be avoided similarly to the original APF with parameter estimation. When $|\theta^{*u}_{t+1} - \overline{\theta}_t|$ is large, letting $\sigma^*$ be small such that the sampled particles can be around $\theta^{*u}_{t+1}$, the variance matrix has small magnitudes (because the second term in (25) is the same for every particle), and diffusion can be avoided. In any case, with small $\sigma^*$, diffusion can be avoided. In practice, if user motion changes suddenly, a small $\sigma^*$ is used. If user motion is not large, $\sigma^*$ satisfying $h^2 + a^2 \sigma^2 = 1$ is used and the (constant) desired position for user motion can be obtained.
Summarizing, for estimating desired user motion position, we will use the algorithm given in Section III.C, replacing \( m_t^{(j)} \) by \( \theta_t^{(j)} \) given in (25) and controlling the magnitude of \( \sigma^2 \) such that the diffusion of the variance matrix given in (27) can be avoided.

The time it takes to move from yellow/start to orange/goal circles was then investigated.

Sensors attached to the touchscreen are used for obtaining the position \( y_t \) of the user fingertip. Based on this observation value, the state and observation equations without noise terms are defined for user motion (intention) anticipation as follows:

\[
\dot{x}_t = K_t(\theta_t^u - x_t) \tag{28}
\]

\[
y_t = x_t \tag{29}
\]

where \( K_t \) is the gain and \( \theta_t^u \) is the desired position for user motion. Note that \( \theta_t^u \) corresponds to the estimated desired position for user motion, the user intention. As mentioned above, we investigated how far in advance \( \theta_t^u \) reaches the final goal compared to \( y_t \) (measured fingertip position). If \( \theta_t^u \) can arrive at the final goal earlier than \( y_t \), then the presented algorithm can display/predict user intention in advance of the user motion.

The ratio of the times for \( \theta_t^u \) and \( y_t \) to reach the goal gives us a quantified evaluation criterion and shows how stably the presented system can show the user intention in advance of the user motion. We define the criterion as follows:

\[
\rho = \left( 1 - \frac{t_r(\theta^u)}{t_r(y)} \right) \times 100 \% , \tag{30}
\]

\[
t_r(p) = t_e(p) - t_s , \tag{31}
\]

where

\( t_e(p) \): The time/moment when \( |p - p_\theta| < \varepsilon \) is satisfied, where \( p_\theta \) is the position of the goal circle and \( \varepsilon (=10 \text{ pixels}) \) is a small positive constant

\( t_s \): The time when user motion starts

We used a Sony Duo 11 tablet PC with touchscreen (CPU: Intel(R) Core(TM) i7-3687U 2.10GHz, OS: Windows 8 Pro, Touchscreen size: 1920 \times 1080 pixels, electrostatic capacity type touchscreen), while the screen size of the application was 900 \times 600 pixels. The distance between the start and goal positions was set to 300 pixels. The sampling time was set to 10 msec. The number of particles was 100. The experiment was conducted five times.

Fig. 4 shows the results representing the criterion value at each test and the mean. In every case, a positive value can be obtained, and it can be seen that \( \theta_t^u \) can always precede \( y_t \); the factor was over 5% in every case, and the mean reached 6%. This shows that the system can display user intention (desired position) stably in advance of the user motion. Note that it does not matter whether the magnitude of 5~6% is large or not. What the magnitude is positive is important. These results show success in the anticipation of user motion.

B. Experiment 2

In the second experiment, we see whether the presented algorithm can actually deal with user motion that lacks the Markov property, a sudden change in user motion.

V. EXPERIMENTS

The purpose of the presented algorithm is improvement of usability by predicting the desired position for user motion and displaying it. Three experiments were conducted to evaluate the validity of the algorithm.

A. Experiment 1

In the first experiment, we see whether the presented algorithm can actually anticipate user motion, predicting the desired position several time steps later.

Fig. 3 shows a schematic view of Experiment 1. The operator was asked first to put a fingertip on the start.yellow circle and move to the goal/orange circle without decreasing the speed (this means that the fingertip goes through the goal circle). The goal circle indicates the desired position of user motion. If the anticipated state variable can reach the goal earlier than the actual fingertip gets there, then the presented algorithm can anticipate the user motion (intention).
Fig. 5 shows a schematic view of Experiment 2. On the touchscreen, there are four circles, three yellow and one red. Initially, the user finger is positioned at the center of the screen. Then, the user was asked to move her/his fingertip to the red circle. If the user fingertip gets to the red circle, one of the yellow circles changes to red. Which circle goes to red was determined randomly. Then, we can observe the behavior of the system when user intention suddenly changes. The user tracked the red circle ten times. The other settings were the same as in Experiment 1.

Fig. 6 shows a portion of the results, because the rest of the results showed the same tendency, and space is limited. The blue and green lines show the observation values; the blue line shows the x coordinate of the user fingertip, $x_k$, while the green line shows the y coordinate, $y_k$. The red and yellow lines show the anticipated user position/intention; the red line shows the x coordinate of the position, $\theta^u_{xt}$, while the yellow line shows the y coordinate, $\theta^u_{yt}$.

It can be seen that the system can stably predict the desired position for user motion even when user motion changes suddenly. The successful anticipation of user motion can also be seen. The anticipated position $\theta^u_{xt}$, $\theta^u_{yt}$ always precedes the measured position $x_k$, $y_k$, especially for high-speed motion.

![Figure 6. Time series data of measured and anticipated user motion ($y, \theta^u$) in experiment 2](image)

C. Experiment 3

In the third experiment, we see whether anticipation by the presented algorithm can actually improve usability. For this purpose, a sensory examination method was conducted using a simple game application. Games were prepared with and without the presented algorithm, and we asked subjects to compare and evaluate the usability of the games.

Fig. 7 shows a schematic view of the game screen (1200 x 700 pixels) that the subject sees in the experiment. The numbered blue circles (from one to 15) are located randomly on the screen. The user is asked to wipe out all the circles with one fingertip touching the screen, maintaining touch throughout the game. If the fingertip is positioned around the circle, the circle disappears. However, the user has to wipe out the circles in ascending order. The following three kinds of systems were prepared for evaluation.

With both anticipation and sign: The line segment $S_{y\rightarrow\theta^u}$ from y to $\theta^u$ was displayed as a sign, where y is the observed fingertip position and $\theta^u$ is the anticipated desired fingertip position determined by the presented algorithm. The condition of the erasing circle is $|S_{y\rightarrow\theta^u} - p_{ci}| < 40$ pixels, where $p_{ci}$ is the i-th circle position.

With only anticipation: The presented algorithm was used, but no sign was displayed to help users. The erasing condition is $|y - p_{ci}| < 40$ pixels.

Without anticipation or sign: The presented algorithm was not used. No sign was displayed to help users. The erasing condition is $|y - p_{ci}| < 40$ pixels.

The sampling time was 100 msec. The other settings were the same as in Experiments 1 and 2. We asked 20 subjects (22-24 years) to conduct the games with the three kinds of systems (three games per person), and to select one game/system as having the best usability. Fig. 8 shows that the presented algorithm improved usability, because the number selecting the system with the presented algorithm is greater than the number selecting the system without the algorithm. Whether a sign should be displayed is considered to depend on individual preference, as was confirmed using a written questionnaire.

![Figure 7. Schematic view of the game screen in experiment 3](image)

![Figure 8. Frequency of selecting the game/system with the best usability](image)

VI. CONCLUSION AND FUTURE WORK

This paper presented a methodology for anticipating user motion on a touchscreen, aimed at improving usability. In order to have simple structure, only regular sensors originally attached to a touchscreen are used. User motion on a touchscreen can change suddenly, with consequent inability of the system to react to user motion. To overcome this problem and improve usability, this paper presented a
methodology for anticipating user motion several time steps later, based on APF with parameter estimation. Three experiments were conducted to evaluate the effectiveness of the presented approach. In the first experiment, we showed that the desired position of user motion (user motion several time step later) can be anticipated in every case. In the second experiment, we showed that the system can predict user motion even when user motion suddenly changes. The third experiment indicated that the anticipation of user motion/intention by the proposed algorithm can improve usability. These experimental results showed the validity of our approach. It is considered that there are many other systems whose efficiency can be improved by incorporating the presented algorithm. This will be the direction of our future work.
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