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Abstract—Owing to recent advancements in motion capture
technologies, physical exercise systems that use human interac-
tion technologies have been attracting a great deal of attention.
There are already various approaches in place that support
motion training methods by using motion capture technology
and wearable sensors to analyze body motion. In this study,
our basic idea was to change the appearance of a dancer in
an instruction video to that of the user, who we assume would
be interested in seeing what they would look like if they could
perform so well. We developed a motion training system that
maps the user’s image onto an instruction video. Evaluation
results demonstrated that our proposed method is effective for
motion training in specific situations.
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I. INTRODUCTION

Owing to recent advancements in motion capture tech-
nologies [1], human interaction technologies specialized to
physical exercise [2] have attracted a great deal of attention.
Motion capture technologies are popular these days, and can
commonly be seen in games in which users practice dance
motions. Ideally, such training systems have both a high level
of motion training functionality and a high entertainment
value.

There are various methods in place for analyzing body
motions in motion training systems [3][4], such as image
processing, motion capturing using markers, and calculating
body movement by using wearable sensors. For example,
Kwon et al. proposed a motion training system that uses a
wireless acceleration sensor and image processing [5]. Train-
ers and trainees can analyze their movements by watching
a hybrid representation of visual and wearable sensor data
that is automatically generated as a motion training video.

In our study, the basic idea is to change the appearance
of an expert dancer in an instruction video to that of the
user. Users, usually, practice dance movements by following
the teacher’s movements: they virtually translate each of
the teacher’s body parts into their own, and consider how
best to perform the movement. In contrast, with our system,
we assume that players would be interested to see their
dance moves as if they could already perform really well.
We propose a new practice style in which a composite
video is created that shows a user dancing as if he or
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she were an expert. This enables users to experience what
it feels like to dance skillfully. Being impressed by the
performance of experts is a significant motivator for learning
new techniques, so we decided to utilize this motivation for
learning and support in the form of showing beginners what
they would look like if they were an expert.

In the proposed motion training system, images of the user
are mapped onto an instruction video. The user then prac-
tices the dance movements by following their own expertly
dancing image on the video. Evaluation results demonstrated
that the proposed method is effective for motion training in
specific situations.

The remainder of this paper is organized as follows. In the
next section we discuss related works, and in Section 3 we
describe the proposed method. In Section 4, we evaluate the
proposed method by training actual participants. We present
our conclusions and future work in the final section.

II. RELATED WORK

There have been many research projects that support
motion training [6][7] by analyzing user motions [8] using
image processing [9], motion capturing [10], and wearable
sensors [11]. Chan et al. [12] proposed a virtual reality
(VR)-based dance training application using motion capture
technologies in which the user wears a motion capture suit
and follows the movements of a virtual teacher. The system
provides several types of feedback on how to improve the
movements, including displaying whether the position of
each body segment is correct in real-time, showing a report
on the user’s performance after training, and showing a slow
motion replay.

Hachimura et al. [13] proposed a motion training system
using a motion capture system and mixed reality (MR) tech-
niques. Their system uses a head-mounted display (HMD)
that shows a CG character to visualize the movements of
the trainer.

These methods focus on how to correct a user who has
made an incorrect motion. However, users cannot imagine
the situation where they are expert dancer using these meth-
ods. Our system provides the sense as if the beginner become
an expert since he/she see the his/her expert performance in
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the movie. Our method can be combined with other methods
to improve its overall effectiveness.

III. PROPOSED METHOD

As a preliminary work, we developed a dance training
system that increases user motivation by using a visual effect
[14]. This system vibrates the user’s image by using image
processing to emphasize the intensity of their movement. As
many individuals experimented with our system, we noticed
that it was difficult for the average person to begin to enjoy
dancing. We wanted to enable such people to enjoy dancing
and to master basic dance techniques, and it occurred to us
that it might be effective to show them video of themselves
successfully dancing.

We performed a lot of trial-and-error experiments to
achieve this purpose. However, it was difficult to create a
video that realistically shows the user dancing like an expert
dancer because the movements are so intense. Our main goal
is to examine the meaning of and effect on people who
watch a video of themselves dancing well, and we decided
to use one simple motion to achieve this goal: Stop. This
is a popping motion used in street dancing. Stop in which
a dancer stops instantaneously - like a dancing robot - in
accordance with the beat of music.

A. System Structure

Figure 1 shows the flow of our system, which consists of
three subsystems. This flow is summarized below.

(1)  The system records a video of an expert dancing
to specified music while simultaneously recording
the position of his/her body joints.

(2) It plays the recorded instruction video at a very
slow speed, and the user moves in accordance
with the video, including the position marks of the
body joints, which are used as the materials for
composing the instruction video.

(3)  The user practices the dance motions by using the
instruction video composed in Step (2).
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Procedure of the proposed system

We describe this process in the following sections in
detail. In our prototype, we used a Kinect sensor [15] to
acquire RGB and depth images. OpenFrameworks, OpenCV
[16], OpenNI [17], and the NITE library were used to
implement our prototype.

B. Recording the Instruction Video System

Our first subsystem records an instruction video that
shows an expert dancing that includes RGB images, depth
images, and BGM. It also records the trajectory of fifteen
body joints, as shown in Figure 2(a). The frame rate for
recording was 30 frames per second (fps).

C. Creating Self-Motion-Based Instruction Video

Our second subsystem creates a video that shows the
user moving as if they are an expert dancer by using the
instruction video recorded, as described in Section III.B.
Figure 3 shows the flow of creating the self-motion-based
instruction video. The procedure for creating the video is as
follows.

(1)  The user calibrates the position of his/her body
joints to that of the dancer in the instruction video.

(2)  The system plays the recorded instruction video at
a very slow speed while simultaneously displaying
the body joint markers.

(3)  The user moves in accordance with the markers in
the instruction video and the system records the
user’s images and the position of the body joints
on each frame.

4) The system calculates the distance between the
position of the recorded user’s body joints and that
of the corresponding body joints on the instruction
video on each frame and then determines the user’s
image for each frame of the instruction video.

This calibration process is described in detail in the
following subsection.
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1) Calibration of Body Joints: We use fifteen body joints,
as shown in Figure 2(a). If the system displays the position
of body joints from the instruction video without any mod-
ification, the user cannot move in accordance with it due to
the difference between the size of the user’s and dancer’s
bodies (Figure 2(b)). Therefore, our system calculates the
distance between the user’s body joints and the body joints
on the instruction video and displays the body joints on the
instruction video as adjusted to those of the user.

At a given number n, the system defines the body joints
on the instruction video, S,(z,y), and the user’s body
joints, U, (z,y). The Euclidean distance d(S,1,Sn2) and
d(Un1,Upa) are calculated as:

(Snl - Sn2)2
(Unl - Un2)2

d(th Sn2) =
d(Unla Un2) ==

The user can perform the same movements as the expert
dancer by fitting the position of their joints to these on the
instruction video, S),(z,y), calculated as follows.

First, the system adjusts the center of the dancer’s body
joints, Ss(z,y), to the center of the user’s body joints,

Us(z,y).
S§($,y) = Sg(-’l?,y) + {Ug(:lf,y) - S3($7y)} = U3($,y)
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Next, the system adjusts Sa(z,y) to Usz(z,y) and calcu-
lates a ratio of length by using d(Ss, S3) and d(Us, Us). In
addition, because S}(x,y) is adjusted to Us(x,y), S5(z,y)
needs to adapt to the difference {Us(x,y) — S3(x,y)}.

Sy(x,y) = Sa(w,y) + {Us(x,y) — S3(w, )}

d(U27U)
m){&(%y) — Sa(z,y)}

S (x,y) is calculated by using the result of S%(x,y) and
Sz (@, y):

Sﬁll(may) = S4(x,y) + {Ug(fﬂ,’y) - 53(x?y)}

+(1 -

d(Us, Us)
+(1 - ﬁ) (S3(z,y) — Sa(z,9)}
- %) (Sa(a,y) - Sale,y)}

In the same way, the system calculates all the positions
of the body joints on the instruction video that have been
adjusted to the user’s body joints. As shown in Figure 2(c),
the adjusted positions of the body joints on the instruction
video overlap the user’s body.

2) A Recording Technique Using Slow Instruction Video:
The system creates a composite video showing the user
dancing like an expert by recording the user’s movements
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Figure 4. Adjustment technique for body joints

in accordance with the instruction video. Obviously, it is
difficult for beginners to dance like experts, so the system
plays the instruction video at a slow speed, giving the user
a longer time to get the movements right.

Specifically, the system plays the instruction video at a
speed of one fifth and displays the adjusted position of
body joints S/ (x,y). As shown in Figure 4, the system
simultaneously displays the position of the user’s body joints
and the user follows the adjusted positions of the body joints
on the instruction video. As the system plays the instruction
video at the slower speed, it acquires the user’s RGB image,
depth image, and position of body joints at 20 fps. Therefore,
when the system creates the composite video for 10 seconds,
the user follows the instruction video for 50 seconds and the
system records 1000 images at 20 fps. To summarize: the
system creates a composite video showing the user dancing
expertly from 1000 images.

3) Creating a Composite Self-Motion Image: As de-
scribed in the previous section, the system records many
images of the user, which it then uses to create the composite
video. The sum of the Euclidean distance between the posi-
tion of the body joints on the instruction video S}, (z,y) and
the position of the user’s body joints U, (z,y) is calculated
as:

The system determines each frame of the composite video
as the frame that has a minimum d(S’,U). By playing the
images of the user that correspond to each frame of the
instruction video at 30 fps, we can create a video that shows
the user dancing like an expert.
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D. Practicing with the Composite Self-Motion Image

The user can practice dance movements by viewing a real-
time camera image on the left side and the instruction video
on the right side, as shown in Figure 4. The user can switch
between the instruction video and the composite video,
which enables him/her to select the most effective video
for whatever he/she is practicing. We also implemented a
function that records a practice video and displays it on the
left side, so the user can check his/her movements against
the instruction video simultaneously.

IV. EVALUATION

Our proposed system enables users to view an imitation
of themselves dancing like an expert. In this section, we
evaluate the effectiveness of the proposed system. The
subjects used for each evaluation were 15 college students
(including 1 expert dancer).

First, we created the dancer’s instruction video. This video
was 4 seconds long and featured a dancer performing Stop
- in which the dancer pops like a robot in accordance with
the beat - at 120 beats per minute. The movements included
two types of motion: one for 250 ms at 750-ms intervals
and the other for 250 ms at 250-ms intervals.

To create the composite video, subjects followed the
instruction video at a speed of one fifth, as shown in Figure
4. Next, the subjects practiced the movements by following
the instruction video for 3 minutes, as shown in Figure 5(a).
Next, the subjects recorded their movements and checked
them against the instruction video for 5 minutes, as shown in
Figure 5(b). In each phase, the subjects were able to switch
between their own video and that of the expert dancer. The
subjects then answered the following three questions:

ey

If you practiced the movements by following the
instruction video, which did you prefer, the instruc-
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Table I
EVALUATION RESULTS

Number of subjects

The meaning of each evaluation

Evaluationscore | 1 2 3 4 5

Evaluation (1) 3 3 5 1

1 (dancer’s video) - 5 (user’s composite video)

3
Evaluation (2) 4 1 3 3 4

1 (dancer’s video) - 5 (user’s composite video)

Evaluation (3) 0O 0 0 5 10

1 (not interesting) - 5 (interesting)

tion video of the dancer or your own composite
instruction video?

(2)  If you recorded your movements and checked them
against the instruction video, which did you prefer,
the instruction video or the composite video?

(3) Do you think this system is interesting?

Table I lists the results of the evaluation. In questions
(1) and (2), the opinions of the subjects are remarkably
divided. We describe the evaluation and our conclusions in
the following section.

A. Evaluation 1: Motion Practice Phase

The responses to question (1) are as follows.

o The composite video of myself was good. It reflected
my movements more than the dancer’s instruction
video.

o I had a sense of rhythm by using the composite video.
But I prefer the dancer’s instruction video for practicing
specific details of the movements.

o I was able to imagine myself successfully dancing by
watching the composite video.

o I watched the dancer’s instruction video more than
the composite video of myself, because I felt that the
instruction video was more accurate.

« First, I watched my composite video. Next, I watched
the dancer’s instruction video. This flow was effective
for learning the movements.

I disliked my composite video because it embarrassed
me.
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« I was skeptical of my composite video because I can’t

dance.

For subjects who were able to imagine themselves as
dancers, it was effective to watch the composite video.
Subjects who preferred the instruction video had the pre-
conception that the instruction video was more correct than
the composite video. Furthermore, they were not able to
completely trust their own composite videos. Some subjects
had different video preferences for each phase of learning
the movements. We need to examine the role of timing in
the use of the composite video.

B. Evaluation 2: Motion Check Phase

The responses to question (2) are as follows.

o It was helpful for me to study parts of my body by
using the composite video.

o Using the composite video was helpful in terms of
timing the movements.

o I was mortified when I was not able to dance well by
using my composite video. This motivated me to try
harder.

« By using the composite video, I could see my mistakes
clearly.

o First, I watched my composite video. Next, I watched
the dancer’s instruction video. This flow was helpful
for me to check the precision of my dancing.

o I preferred using the dancer’s instruction video for
checking my mistakes.

« Watching the dancer’s instruction video made me feel
that I have not yet mastered the dance.
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In the phase of checking movements with the instruction
video, subjects were able to compare the features of their
bodies more than during the practicing phase. Subjects who
preferred the dancer’s instruction video used it to check
the quality of their movements, while those who preferred
the composite video used it to check the timing of their
movements. In other words, preference for the dancer’s
instruction video versus the composite video differed de-
pending on which movements were being learned. We intend
to further evaluate our system to clarify the timing for using
the composite instruction video in the future.

C. Evaluation 3: Impression of Subjects
The responses to question (3) are as follows.

o It was interesting to create a composite video by
moving slowly.

o When I was able to dance well, my movements resem-
bled my composite video. It was very interesting.

o By watching my composite video, I felt that I was able
to dance well.

+ My composite video was a little awkward.

o I felt a slight sense of incongruity in my composite
video, but I still felt that it is effective for learning the
movements.

By using our system, the subjects were able to enjoy
learning dance movements. It seems that clear goals are
effective when a beginner first learns movements. However,
we need to improve our system to create a composite video
of higher quality.

V. CONCLUSION

We proposed a system that enables beginners to practice
dance movements by studying self-motion images that have
been mapped onto an instruction video. Our system creates
a composite video in which beginners appear to dance like
experts. Experimental results showed that our system is
effective for motion training in specific situations.

However, the motions that can be used are limited, and
the composite video is not of high quality. We intend to
improve the system in these respects in the future.
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