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Abstract— Our main results on the study of both single pixels 
and Silicon Photomultiplier arrays produced by 
STMicroelectronics in Catania are reviewed. Our data, 
coupled to an extensive simulation study, show that the single 
pixel technology is close to its ultimate physical limit. The 
distribution of dark current in large arrays follows a 
Poissonian law. Cross talk effects are strongly reduced by the 
presence of optical trenches surrounding each pixel of the 
array. Finally, we demonstrate that these devices can also be 
used as single photon counters also without a complex 
amplification stage. 

Keywords – Silicon Photomultiplier; dark count; trenches.  

I.  INTRODUCTION 
The ability to detect single photons represents the 

ultimate goal in optical detection. To achieve such sensitivity 
a number of technologies have been developed and refined to 
suit particular applications. These include: Photomultiplier 
Tubes (PMTs), Microchannel Plate Photomultiplier Tubes 
(MCPMT), Hybrid Photon Detector (HPD), p-i-n 
photodiodes, linear and Geiger mode Avalanche Photo 
Diodes (APDs), etc. [1], [2], [3], [4], [5]. The need for ever 
more sensitive, compact, rugged, and inexpensive optical 
sensors in the visible region of the spectrum continues today, 
and it is particularly acute in the fields of the biological 
sciences, medicine, astronomy, and high energy physics. 
Applications such as fluorescence and luminescence 
photometry, absorption spectroscopy, scintillation readout, 
light detection and ranging, and quantum cryptography 
require extremely sensitive optical sensors often in adverse 
environments, such as high magnetic fields, and where space 
is limited. 

In many of these applications, the PMT has become since 
mid-1930’s the detector of choice almost without a 
convincing alternative. However, PMT presents some 
disadvantages: it is fragile, it requires high operating voltage 
(higher than 100 V), and it can not operate without a 
shielding protection in magnetic environment. Since its 

inception in the 1980's, the so-called Silicon Photomultiplier 
(SiPM) has begun to rival the PMT in many of its parameters 
such as gain, photon detection efficiency, and timing [6], [7], 
[8], [9], [10], [11]. The SiPM has all the additional benefits 
of silicon technology such as compactness, reliability, 
ruggedness, high volume of production, and long term 
stability. Although all the previous motivations would be 
sufficient to explore this alternative to PMT, it is the low 
production cost of silicon technology that attracts the most 
and has led to the efforts that finally has enabled the 
realization of this photodetector. 

The SiPM major drawback is the relatively large dark 
current [11], due to the combination of a diffusion current 
produced at the quasi-neutral regions at the boundaries of the 
device active region and of generation of carriers due to 
point defects and/or metallic impurities in the active area 
depletion layer emitting carriers through the Schockley-Hall-
Read (SHR) mechanisms, eventually boosted by the Poole-
Frenkel effect [12]. 

In this paper, after a detailed discussion on the principle 
of operation of SiPMs presented in Section II, two different 
pixel design technologies of SiPM developed by 
STMicroelectronics are discussed. They consist in a n+ on p 
silicon structure. The device active part is the same in both 
pixels. They differ in the doping of the epitaxial layer and in 
the starting substrate (n-type Si for the first device and p-type 
Si for the second device). The differences between the two 
technologies lead to significant differences in the dark count 
rate (DC) measured at temperatures higher than 10°C. In 
Section III the two device structures, the experimental setup, 
and the simulation environment used are discussed. The 
current–voltage characteristics in forward and reverse bias of 
the two pixels for temperatures ranging from -25°C to 65°C 
are presented and discussed comparing the measured data 
with electrical simulations in Section IV. Moreover, 
electrical and optical performance of SiPM devices suitable 
for large scale fabrication in a VLSI production line are 
reviewed in Section V. Finally, the conclusions are outlined 
in Section VII. 
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Figure 1.  (a) Microphotograph of a 64×64 pixels SiPM with 6.5 mm2 active area produced by STMicroelectronics.The pixel, shown in the inset, has an 

active area of 40 µm × 40 µm. (b) Schematic circuit diagram of a SiPM with n×m pixels. The pixel, enclosed by the dashed line, is composed of an SPAD 
and a quenching resistor. Note that node 1, 2 and 3 are the same in Fig. (a) and (b).  

II. PRINCIPLE OF OPERATION 
The principle of operation of SiPMs is inspired to the 

demand of information on the exact determination of the 
arrival time and density of a very low photon flux. Due to the 
quantum nature of light, a low photon flux is composed by 
few photons distributed in time and space. A dense array of 
space distributed micro-devices (the pixels), individually 
able to detect the arrival time of a single photon can, in 
principle, resolve the time and the space distribution of the 
impinging photons. This is the basic SiPM operation 
principle. In a SiPM the pixels are electrically connected in 
parallel forming a matrix of n × m adjacent sensors (see Fig. 
1a). Each pixel, known in literature as Single Photon 
Avalanche Diode (SPAD) or Geiger Mode Avalanche 
Photodiode (GM-APD) [13], [14], consists of a p-n junction 
suitably doped in order to have avalanche breakdown in a 
well defined active area with an integrated quenching 
resistance in series, as shown in the schematic picture of 
 Fig. 1b. The active area is formed by creating an enriched 
well zone, generally doped by ion implantation followed by 
thermal processing for dopant activation and defect 
annealing. This dopant local enrichment generates regions 
where the vertical junction electric field is higher, and these 
become the pixel active areas for photon detection [15]. The 
p-n junction devices are operated in Geiger mode, that is, 
they are biased above the junction breakdown voltage (BV). 
Above BV the device can stay in a quiescent state for a 
relative long time, up to ms, depending on the technology 
quality process (low defect density) and the operating 
condition (temperature and voltage) [16]. Then, when the 
device is in quiescent state, the active volume (active area 
times the depleted region) is characterized by an electric 
field well above the breakdown field. However, the p-n 
junction does not go into avalanche breakdown. In such 
condition, the absorption of a single photon in the active 
volume will trigger, through the generation of an electron-
hole pair, the onset of the junction avalanche with a 
probability depending on the operating voltage [17]. A 
macroscopic current pulse flows through the junction 

resulting in a strong amplification of the single photon 
arrival. The amplification value, usually indicated as Gain 
(G), is above 106 electrons per pulse. This large gain is the 
cause of the strong SPAD sensitivity. 

The avalanche process is a self-sustaining process and to 
quench it the integration of a resistor in each pixel is 
required. In our device the resistor is connected in series to 
the cathode of the p-n junction (see Fig. 1). The quenching 
mechanism introduced by the resistor acts as follow: the 
avalanche following the photon absorption causes a rapid 
increase of the current flowing through the p-n junction as 
well as through the external resistor. The voltage drop across 
the series resistor decreases the voltage applied to the p-n 
junction below the BV, forcing the avalanche quenching and 
the consequent extinction of the current flux. Once the 
avalanche is quenched, a recharge time is required to restore 
the pixel to the original condition of electric field above BV, 
making the pixel ready to the detection of a new photon [18]. 
Therefore, the detection of a photon by a single pixel results 
in a current pulse, which can then be easily measured by an 
external circuit. However, a single pixel works as a digital 
photon sensor, that is, it can not detect multiple photon 
arrival. This task is accomplished by the full array. In fact, 
the current detected by the overall SiPM is simply the sum of 
the currents produced by the various pixels. Hence, this 
device compared to the original design of the SPAD has the 
advantage of having a response, which is in a relatively large 
dynamic range, proportional to the flux of photons impinging 
on the detector at the same time [6], [7], [8], [9], [10], [11]. 
The SiPM Gain is about 106, similar to the one of single 
pixel. 

The capability to measure low photon fluxes is limited by 
the device DC. In fact, the single pixel can have a breakdown 
event even if it does not detect a photon because of thermal 
generation of electron-hole pairs within the depletion region 
assisted by defects (SHR mechanism) and / or of minority 
carrier diffusion from the depletion region boundaries. Such 
events result in current spikes having the same features of the 
"real" counts due to photon arrival. This determines a lower 
limit to the photon count rate. A high performance SiPM 
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must have a very low DC rate. Typical value is in the order 
of 1MHz/mm2 at room temperature. 

Another limiting factor to the device operation is the 
cross-talk effect. The cross-talk is a noise contribution 
common to all pixelated devices. A pulse current produced 
by a pixel, due to a photon detection event or to a primary 
dark noise event, can induce one or more adjacent pixels to 
experience the avalanche breakdown. Then, the 
corresponding output pulse current of the SiPM has an 
amplitude peak proportional to the sum of the pixels 
involved in the single photo-detection and in the correlated 
cross-talk phenomena. This noise contribution is detrimental 
for all the applications where a single photon resolution is 
required.  

The cross-talk noise has two different physical origins: 
optical and electrical. The optical cross-talk is due to the 
photons generation by radiative emission from the hot 
carriers produced during an avalanche discharge. In an 
avalanche multiplication process, on average 3 photons, with 
energy higher than the silicon band gap (1.12eV), are emitted 
every 105 carriers [19]. These emitted photons can travel to a 
neighboring pixel and trigger a breakdown there.  

The electrical cross-talk can occur when carriers, 
generated during the avalanche breakdown in a pixel, can 
travel along the epitaxial layer, common to all pixels, and 
reach the neighboring pixels triggering there a new 
avalanche breakdown [20]. Some strategies have been 
studied to reduce the cross-talk between neighboring pixels. 
The first is to increment the distance between adjacent 
pixels. This approach has a detrimental effect on the 
geometrical fill factor of the SiPM. The second strategy 
consists in fabricating grooves, filled with optical absorbing 
material, all around each pixel. These grooves, commonly 
named trenches, prevent from optical and electrical coupling 
between pixels. The reduction of the geometrical fill factor 
with such design is mild while the effect on the cross-talk 
noise is considerable. The devices studied in this paper are 
fabricated using the second approach and the beneficial 

effects provided by the trench presence are discussed in 
Section V-A. 

An important feature of SiPM, as one would expect from 
a semiconductor device, it is the long term stability of its 
parameters (BV, G, DC, etc.). In many applications, in fact, 
the variation of such parameters in the course of time may be 
a problematic issue. As reported by other authors SiPMs 
have no aging and show stable parameters even if exposed to 
elevated temperature for long time [10], [21], [22]. 

III. EXPERIMENTAL  
Electrical characterization was performed at wafer level 

using a Cascade Microtech Probe Station 11000. The 
samples were cooled using a Temptronic TPO 3200A 
ThermoChuck that provides a stable temperature, within 
0.1°, between -60°C and 200°C. Current vs. voltage 
measurements (I-V) were acquired using an HP4156B 
precision semiconductor parameter analyzer with an 
integration time of 1s. The DC and the gain were measured 
using a Tektronix DPO 7104 Digital Oscilloscope (OSC) 
with 1 GHz bandwidth and 20 Gsa/s measuring the voltage 
drop through a 50 Ω resistor connected between the cathode 
of the pixel and the ground. The I-V characteristics have 
been measured on more than 30 devices, for both single 
pixels and SiPM arrays of both technologies.  

Optical measurements were carried out using a Cube 
laser diode with a wavelength of 659 nm by Coherent 
working from continuous wave to 6 ns pulses. Modulation 
was achieved using an external trigger (Agilent 81110A 
165/330 MHz). The device was biased and the signal 
acquired using the source-meter and oscilloscope already 
mentioned. 

A. Device structures 
In this work, two different technologies are compared. 

They differ for few, but important, characteristics. The full 
device fabrication details can be found in [23]. In this paper, 
we want to focus our attention on similarities and 

 

  

Figure 2.  Schematic cross-section of a SiPM pixel. (a) Device 1: double epitaxial layer, n-substrate, trenches crossing sinker diffusion (b) Device 2: single 
epitaxial layer, p-substrate, isolated sinker diffusion.  
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differences between the two technologies. They have the 
same device active part and guard ring, fabricated as 
discussed in [23], the same BV (-28.2±0.3V at 25°C) and the 
same active area, of 40×40 µm2.  

Fig. 2 shows a half cross section of the two studied 
technologies, Fig. 2a and 2b for device 1 and 2, respectively. 
The main differences between the two technologies are the 
doping of the epitaxial layer and the starting substrate. In the 
first technology, device 1, a double epitaxial layer, first p+ 
layer, then followed by a p-type Si, is grown on a low doped 
n-type (100) oriented Si substrate. In the second technology, 
device 2, only a single p-type epitaxial Si layer is grown on a 
highly doped p+-type (100) Si substrate. In both cases, deep 
optical trenches are fabricated for the optical and electrical 
isolation between the pixels [24]. In device 2 the optical 
trench is closer to the active region than in device 1 (see Fig. 
2). As a result, the thermal diffusion of the p++ implanted 
sinker needed for the anode contact, is shielded by the 
trenches. 

In both devices, the same anti-reflecting coating, poly-
silicon quenching resistance and metal contact are integrated 
as discussed in [23]. These elements are not included in the 
cross sections of Fig 2.  

Fig. 2 also shows three regions enumerated as 1, 2 and 3: 
region 1 is the central epitaxial layer below the active area of 
the pixel (0 µm < x < 20 µm and 0 µm < y < 7 µm for both 
devices); region 2 is the border epitaxial region of the pixel 
(x > 20 µm and 0 µm < y < 7 µm) and region 3 is the 
substrate (y > 7 µm). They have been identified for 
simulation purposes. It allows to define trap energy and 
lifetime separately for each region, to better simulate the real 
structure. 

Fig. 3 shows the comparison between the data (symbols) 
and the simulated results (lines) of the final net doping along 
the cut line 1 (dashed with lines in Fig. 2) for device 1 (blue 
solid line) and device 2 (red dashed line). The experimental 
doping profile was obtained by the spreading resistance 
measurements for both device 1 (blue squares) and device 2 
(red circles). The simulated profiles follow quite well the 
experimental data. It is important to stress that the profiles of 
the two devices overlaps in the full active region. The main 
differences are in the region below 2 µm. Part of it is 
highlighted in Fig. 3 (EPI). 

The structural differences described so far are at the base 
of the electrical behavior shown in the following sections. 

B. Simulation parameters 
Electrical simulations were obtained using a 2-D drift-

diffusion solver developed by Silvaco Co. LTD [25].  

 
Figure 3.   Doping profile of device 1 (blue) and device 2 (red) 

experimentally measured (symbols) and simulated (lines). 

The adopted model is the drift-diffusion approximation 
including standard SHR generation/recombination, Auger 
recombination, band gap narrowing, Coulomb scattering, and 
SHR surface recombination. The parameters of the TCAD 
simulations are those connected to the minority carrier 
lifetime in the three device regions above described. The 
SHR generation (G) / recombination (R) adopted model 
consists of the following equations: 
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            (2) 

where p, n, and nie are the hole, electron, and intrinsic carrier 
concentration, ET and kT are the trap and the thermal energy, 
ND is the local dopant concentration, and NRef=5×106cm-3. We 
have assumed that τn0=τp0=τ0. In the model we assume three 
different values for τ0 and ET in the three above defined 
device regions, i.e., τ01, τ02, τ03, ET1, ET2, and ET3 resumed in 
Table I.  In the same table are also resumed the experimental 
activation energies discussed in Section IV-B. 

 

TABLE I.  SIMULATION PARAMETERS AND EXPERIMENTAL ACTIVATION ENERGIES 

Simulation Experimental 
Device 

τ01 (s) τ02 (s) τ03 (s) ET1 (eV)* ET2 (eV)* ET3 (eV)* SR (cm/s) Ea1 (eV) Ea2 (eV) 

1 10-3 10-5 10-5 0.06 0.2 0 100 0.57 1.18 

2 10-3 10-5 10-3 0.06 0.2 0 150 0.59 1.12 

* Energies values are with respect to the midgap of the Si energies bandgap. 
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IV. SINGLE PIXEL TECHNOLOGY 
In this section, the experimental data of the two single 

pixel technologies described previously are discussed and 
compared with the electrical simulation for both forward and 
reverse bias. 

A. Forward current 
In this paragraph, the pixel forward regime will be 

discussed. The study of the pixel behavior in forward, even if 
this is not the regime for photon-detection, is functional to 
understand the causes leading the differences in the DC of 
the two devices. Moreover, the simulations presented in this 
paper are the results of the best fit obtained from forward and 
reverse currents at different temperatures and for different 
geometries as discussed in the following.  

The forward current for both devices has a dominant 
component at the perimeter of the active area. This effect has 
been observed in pixels of both types having different active 
areas (AACT) and dead areas (ADEAD). The dead area of a pixel 
is the area surrounding the active region as shown in the inset 
of Fig. 4. In the same figure, the projection of the measured 
I-V in the ideal diode regime to the y axis (V=0) (symbol), 
i.e, the pre-factor I0 of the Schockley diode equation [26], is 
reported for pixels with three different AACT and four 
different ADEAD compared with simulations (dashed line). The 
data clearly show that I0 is almost independent from AACT and 
has strong dependence on ADEAD. This geometrical 
information has been taken into account in the electrical 
simulation defining the physical parameters discussed in 
Section III-B. Moreover, a surface recombination model 
[27], with velocity SR at the boundary between silicon and 
oxide, is included in region 2. The final parameters, almost 
the same for both devices, are summarized in Table I. 

Such high difference between the carrier lifetime 
(electron and hole) in region 1 and in region 2 produces a 
preferential current path at the perimeter of the p-n junction, 
as suggested by the experimental data. This effect is clearly 
visible in Fig. 5 that shows the 2D distribution of the total 
current density (Jtot) at 25°C and for a forward bias of 0.3V  
 

 
Figure 4.  Measured (symbols) and simulated (dotted line) I0 as function of 
the active area and the dead area for device 1 @ 25°C. The inset is a plane 

view of a pixel showing the active area and the dead area. 

in both device 1 and 2 (Fig 5 a and b, respectively). The 
dashed circle in Fig. 5 highlights the interested region.  

Fig. 6 shows the measured I-V (symbols) of device 1 
(Fig. 6a) and device 2 (Fig. 6b) at three different 
temperatures: -25°C (circles), 25°C (triangles) and 65°C 
(squares). The measured data are compared with the 
simulated I-V (dashed line). Two regimes can be clearly 
observed: the ideal diode following the Schockley law at low 
voltages (linear region) and the resistive regime due to the 
integrated quenching resistor RQ at higher voltages. Actually, 
the current of device 1 at high voltages deviates from the 
simulated current (in the range 0.4V - 0.5V depending on 
temperature). This is due to a parasitic Schotky diode at the 
anode contact that has been removed in device 2. In the 
simulation this effect has not been considered. The effect of 
the RQ was simulated including an ideal resistor at the 
cathode contact equal as the measured value in both devices 
(220 kΩ at 25°C). 

           
Figure 5.  Distribution of the total current density (Jtot) at 25°C and at V=0.3V of (a) device 1 and (b) device 2. 
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Figure 6.  Measured (symbols) and simulated (dotted line) IV in forward polarization at three temperatures of (a) Device 1 and (b) Device 2. 

The simulation shows a very good agreement with the 
experimental data for both devices and deviates only in 
device 1 as just discussed. The simulations have been carried 
out using the parameters summarized in Table I.  

B. Reverse current and Dark Count 
Fig. 7 shows the dark currents as a function of voltage at 

three different temperatures, -25°C (circles), 25°C (triangles) 
and 65°C (squares) for a single pixel belonging to device 1 
technology (blue symbols) compared to the dark current of a 
pixel with the structure of device 2 (red symbols). The BV of 
the two pixels is the same, -28.2 V at 25°C, with a 
temperature coefficient of -29mV/°C. 

The leakage currents, i.e., the currents at voltage below 
the BV, are nearly the same for the two kind of devices in the 
full range of temperature, ∼10pA at 25°C. However, the 
currents at voltage above BV increase with a different rate 
with respect to the temperature. At -25°C the dark currents  
 

(circles) are roughly the same while, by increasing the 
temperature, they show remarkable differences. At 25°C and 
voltages of -32V (+ 3.8V over-voltage, OV) the dark current 
in the device 1 is one order of magnitude higher than that of 
the device 2. At 65°C the difference increases approaching 
two orders of magnitude. When the pixel works as photon 
detector it is biased above breakdown and the dark currents 
define the lower limit to the photon rate detectable. The 
understanding of the physical origin of these currents is an 
important achievement to improve the device technology. 
Although the measurements show steady-state I-V curves, 
the time resolved analysis of the current at the oscilloscope, 
at a fixed bias above BV, reveals that the time averaged 
current of Fig. 7 is a random sequence of current spikes. 

Fig. 8 shows a trace of a single pixel dark current at 
OV=+3.8V, at 25°C in a time window of 1ms acquired with 
the OSC. Five current spikes with ∼90  µA amplitude 
randomly distributed in time are clearly visible. The 
 

 
Figure 7.   I-V in dark and in reverse bias at -25°C (circle), 25°C (triangle) 

and 65°C (square) of device 1 (blue) and of device 2 (red). 

 

 
Figure 8.  Dark Current v.s time at 25°C and at OV=+3.8V. 
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frequency of these spikes is the DC of the pixel. These dark 
counts are attributed to generation inside the depleted region 
of the junction and / or diffusion from quasi neutral 
boundaries of a single free carrier which triggers the 
avalanche. The integrated current signal of a dark count in a 
short time window, typically 50-100 ns, divided by the 
electron charge q, is usually referred as the gain of the pixel 
(G). It was demonstrated in a previous work [28] that the 
steady-state dark current at any temperature and voltage 
condition of Fig. 7 is the product of q, G and DC, in 
symbols: 

 I V ,T( ) = q !G(V ,T ) ! DC(V ,T )             (3) 

It is clear that the difference between the dark currents of 
the two devices at 25°C and 65°C (Fig 7) is necessarily due 
to a difference or in the G or in the DC. 

Fig. 9 shows the measured G of device 1 (blue symbol) 
and of device 2 (red symbol) at voltages higher than the BV 
and at three temperatures: -25°C (circles), 25°C (triangles) 
and 65°C (squares). G was measured as described in [28] 
integrating the mean dark pulse. As the data show, the gain is 
nearly the same for both devices at all the investigated 
temperatures. This is expected because G = 1/q × C × OV, C 
is the junction capacitance, and the values of C and OV are 
the same for both devices. 

The DC of the two devices is shown in Fig. 10 for the 
same voltage and temperature ranges investigated for the G 
(Fig 9). It was measured counting the dark pulses in a time 
window of 1s. Blue symbols are used for the DC of device 1 
and red symbols for the DC of device 2. At -25°C (circles) 
both devices have the same DC (~10 hz at V=-31V). At 
25°C (triangles) the DC of device 1 is ~ 10 times the DC of 
device 2 and at 65°C the difference becomes ~ 2 order of 
magnitudes, roughly the same difference observed in the 
dark current of Fig. 8.  

To better understand the DC behavior with respect to the 
temperature, the DC of both devices has been measured at 
fixed OV in a temperature range of 100°C, from -25°C to 
85°C. 

The Arrhenius plot of the DC at a fixed OV=+3V, i.e. the 
Napieran logarithm of the DC vs. 1/kT, where k is the 
Boltzmann constant and T the temperature in Kelvin, is 
shown in Fig. 11. The experimental data for device 1 (blue 
symbols) are compared with those of device 2 (red symbols). 
Lines are the simulation results, as discussed in the 
following. The slope of the ln(DC) as a function of 1/kT 
provides the DC activation energy Ea [29]. Two different 
slopes are recognized from the plot: for temperature lower 
than ~ 10°C for device 1 and ~ 40°C for device 2 the 
activation energy is Ea1~EG/2, where EG is the silicon 
forbidden energy bandgap (1.12eV). At higher temperature 
(>10°C for device 1 and >40°C for device 2) the slope of the 
Arrhenius plot provides an activation energy Ea2~EG. The 
experimental values of Ea1 and Ea2 are summarized in  
Table I. Similar values are found regardless of OV. Ea1 value 
indicates that at low temperature the DC of both devices is 
due to SHR generation-recombination defects located inside 
the depleted region of the p-n junction. The physical 
explanation of Ea2=EG is that the diffusion of minority 
carriers from the boundary of the depleted region is the 
prevalent effect causing the DC at high temperature. Now it 
is clear that the larger reduction of the DC of device 2 with 
respect to the DC of device 1 at temperatures higher than 
10°C (Fig. 10) is due to a reduction of the diffusion current 
in device 2. However, it is still unclear why it happens. At a 
first glance, one may expect that a reduction of the diffusion 
current at the perimeter of the active area could cause a 
reduction in the DC, as already observed in the forward 
regime [1]. This hypothesis could be suggested also by the 
different device architecture at the borders, region 2 in Fig. 2, 
for the two devices. Device 1 shows a large p-type dopant 
 

 

 
Figure 9.   Gain v.s. voltage at -25°C (circle), 25°C (triangle) and 65°C 

(square) of device 1 (blue symbols) and of device 2 (red symbols).  

 

 
 

 
Figure 10.  Dark count rate v.s. voltage at -25°C (circle), 25°C (triangle) 

and 65°C (square) of device 1 (blue) and of device 2 (red).
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Figure 11.  Comparison of the Arrhenius plot of DC measured (symbol) and 
simulated (dotted lines) at constant OV=+3 V (10%) for device 1 (blue) and 

device 2 (red). 

concentration (2×1018/cm3), while device 2 has the epitaxial 
Si concentration value (~1×1015/cm3). Since the Auger effect 
[30] is a relevant recombination mechanism at high dopant 
concentration, a different effective lifetime in the periphery 
of the two devices could explain the lower diffusion current. 
A more careful inspection of the results, supported by our 
electrical simulations, allowed us to obtain a different 
conclusion. The electrical behavior of both devices was 
simulated at different temperatures and reverse bias 
conditions varying the devices physical parameters in the 
three defined region (see Fig. 2). τ0 was varied in the range 
10-7 – 10-3 s and ET in the range 0 – 0.3 eV from to EG/2. 

The simulation shown in Fig. 12 refers to 65 °C since at 
this temperature only the diffusion regime is present. It 
shows the current density distribution of device 1 at  
 
 

OV=+3V. Even if the 2D drift-diffusion simulator can not 
reproduce the exact value of JTOT above BV, i.e., it can not 
simulate the device operation in the Geiger Mode, it gives 
important information. At voltages above the BV, the current 
flows preferentially at the center of the device. This behavior 
was found for all the explored parameter set and for both 
devices, since it is due only to the electrical field distribution. 

Fig. 13 shows the 2D simulation of the electrical field of 
device 1 at 65°C and +3V of OV (same conditions of Fig. 
12). The electrical field at the lateral border is well below the 
junction breakdown value. It is negligible with respect to the 
maximum value in the active region, in which, the field is 
above the value needed for avalanche breakdown. Even if the 
diffusion current in forward bias or in reverse bias at 
voltages below BV has it maximum value at the border of the 
device junction, above BV the probability to trigger an 
avalanche in this region is too low. The results above 
described allowed us to conclude that the large reduction of 
the diffusion current between the two devices, is due to 
differences in the region 1 physical characteristics. The 
simulations do not allow us to obtain information on the dark 
current value above breakdown, but can discriminate 
between the different components of the leakage current 
below breakdown. It should be reminded that 
experimentally, the leakage current below breakdown is due 
to three components: minority carrier diffusion and SHR 
generation in region 1, and perimeter current [31]. Since the 
first two components contribute also to the dark current, the 
main difference between the two reverse bias regimes (below 
and above breakdown) is due to the presence of perimeter 
current below breakdown. In fact, a carrier coming from the 
perimeter has a probability close to zero to trigger an 
avalanche [32]. Moreover, the sum of the first two current 
components is well below the experimentally measured 
value, demonstrating that the leakage current below 
breakdown is entirely dominated by the perimeter 
component. Similar considerations and results hold for 
device 2. 
 

 
Figure 12.  Total current density  distribution (Jtot) at 65°C and at OV=+3V 

of device 1. 

 
Figure 13.   Electrical field distribution at 65°C and at OV=+3V of  

device 1. 
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Fig. 14 shows the simulated total current density at 65°C 
and at -20V of device 1. 

The simulated DC of Fig. 11 was then obtained 
considering the JTOT value taken in the center of the depletion 
layer in region 1 for V=-20V, as shown by the cut line 1 in 
Fig. 14. Moreover, a uniform triggering probability, Pt, of 
0.35 at OV=+3V was assumed, as calculated in [33] for a 
similar device. In symbols: 

 DC=AACT×Pt×JTOT /q. (4) 

The best fit parameters obtained predict the same τ0 and 
ET for both devices. In region 1, τ0=1ms and the SHR trap 
energy is ET=60 meV below midgap, i.e., 0.54 eV, while in 
region 2 τ0=10 µs and ET=200 meV. 

The lower simulated JTOT in the active area of device 1 
with respect to that of device 2 (not shown) is due to a large 
difference in the diffusion component of the DC for the two 
devices at temperatures higher than 10°C. The simulation 
results are shown in Fig. 11 with the dashed line for device 1 
and solid line for device 2.  

The differences in the diffusion current passing trough 
the p-n junction between the two devices in region 1 at 65° 
must be due to different contribution of the diffusion current 
components. JTOT is the sum of the diffusion electron current 
(Je-) and the diffusion hole current (Jh+) The first is due to 
minority electron carriers diffusing from the p bulk to the n++ 
cathode, the latter is due to the diffusion of minority hole 
carriers from the cathode to the p bulk. The JTOT (squares), Je- 
(continuous line) and Jh+ (dashed line) of device 1 (blue) and 
of device 2 (red) along the cut line 1 of Fig. 14 in the first 2 
µm of depth at 65°C and for a voltage polarization of -20V 
are summarized in Fig. 15. In device 1, JTOT~Je- while in 
device 2 JTOT~Jh+ as shown in Fig. 15. 

The reduction of the Je- current in device 2 is the cause of 
the strong reduction of the diffusion current. In fact, Jh+ is 
the same in both devices being only due to the doping profile 
of the n++ cathode. As discussed in [34], the Je- 
 

 
Figure 14.  Total current density  distribution (Jtot) at 65°C and  at V=-20V 
of  device 1. The current inside the depletied region along the cut line 1 is 

the value cosidered for the DC simulation . 

 
Figure 15.  JTOT (squares), Je- (continuous line) and Jh+ (dashed line) at 

65°C and at -20V along the cut line 1 of fig. 14 of device 1 (blue) and 
device 2 (red). W is the length of the depleted region of the p-n junction. 

decrease in device 2 is mainly due to the doping profile in 
the epitaxial region, shadowed area in Fig. 3. In fact, 
minority carriers in this layer (electrons) have a different 
gradient in their concentration in the substrate direction in 
the two devices. The gradient is higher in device 2 with 
respect to device 1, leading to a diffusion of electrons toward 
the substrate higher than in device 2. As a result, the net 
diffusion current of electron toward the cathode is reduces 
below the hole diffusion current flowing in the opposite 
direction. 

Finally, Fig. 16 shows the comparison of the 
experimental DC (symbols) and the DC simulated without 
SHR generation and recombination (dotted line) at OV=+3 V 
with respect to 1/kT for device 2. The comparison shows that 
at room temperature the experimental DC is close to its 
minimum physical level due to DC diffusion component. It is 
to note that the diffusion process of minority carriers is an 
intrinsic property of p-n junctions and cannot be avoided. In 
device 2, diffusion current has been reduced to its minimum 
value, being dominated by the cathode design. In order to 
achieve a further reduction of the hole diffusion, a different 
architecture must be designed. An improvement of the DC at 
room temperature can be reached reducing the defect 
concentration in the depleted region. We estimated the 
presence of about 1.6±1.3 defects/cm-3 in both devices hence 
a further reduction is a difficult goal to achieve.  

V. SIPM PROPERTIES 
In this section, electrical and optical performance of 

SiPM full array are presented and discussed. 

A. Dark count and Cross Talk 
The DC in a SiPM is conventionally defined as the 

frequency of dark pulses exciding half of the amplitude of 
the signal produced by one photo-electron (p.e.) [35]. 
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Figure 16.   Comparison of the Arrhenius plot of DC measured (symbols) 
and simulated (dotted lines) without SHR G-R at constant OV=+3 V of 

device 2. 

 
 

 
 

Figure 17.  Measured DC at different OV of a 20×20 pixels SiPM as a 
function of the photoelectron signal amplitude threshold. 

Fig. 17 shows the DC measured at room temperature for 
a 20×20 pixels SiPM (the pixel AACT is 40×40 µm2) at 
different OVs, from +1V (diamonds) to +4V (circles) as a 
function of the normalized photo-electron threshold. The DC 
at 0.5 p.e. threshold level varies from 400 kHz to 3 MHz in 
the measured OV range. This value is roughly the DC rate 
due to only one pixel in breakdown, being the contribution of 
two or more pixel in breakdown at the same time to the DC 
rate at least one order of magnitude lower. In fact, at 1.5 p.e. 
threshold level (two pixels in breakdown simultaneously) the 
DC decreases of about three order of magnitudes at the 
lowest OV (∼1 kHz at OV=+1V). The decrease is even more 
pronounced at 2.5 p.e (three pixels in breakdown 
simultaneously), being ∼2 Hz at +1 OV. 

The strong reduction in the DC value from 0.5 p.e. to 1.5 
p.e. is due to different factors. First, the probability of 
simultaneous avalanche in two different pixels is lower than 
the probability of a single count. Moreover, the second pixel 
avalanche may be related to the first pixel one. In fact, there 
is a finite Cross Talk Probability (CP) for each device, 
strongly related to the array layout. The CP can be roughly 
quantified as:  

 CP =
DC

1.5

DC
0.5

                (5) 

where DC0.5 and DC1.5 are the dark count rate at 0.5 and at 
1.5 of the photoelectron signal level threshold. It should be 
stressed that using this approximation two pixels going in 
breakdown simultaneously are considered correlated.  

The effect of the trench presence in the SiPM array is 
clearly visible by the inspection of Fig. 18 a. In fact, in figure 
the dark counts of two SiPM both having 20×20 pixels 
biased to the same OV (+2V) are compared. The red triangles 
are the data obtained from a SiPM with trenches, while the 

blue squares are from a SiPM without trenches around the 
pixels. Despite of the fact that the two devices have the same 
DC for single pixel breakdown, they strongly differ in the 
DC for two pixels in avalanche at the same time, being CP 
0.7% for the device with trenches and 7% for the array 
without trenches. The trenches presence reduces the two 
pixels DC of one order of magnitude.  

The CP probability was measured as a function of the OV 
for the two devices described before and the results are 
summarized in Fig. 18 b. The difference is one order of 
magnitude in the full range of operation. It could be inferred 
that the CP for the array with trenches we measured is 
actually the probability that two uncorrelated single events 
occur at the same time. All the devices discussed from now 
on are arrays with trenches. 

B. Dark current in large device 
The data so far shown in Section IV refers only to the 

best single pixels investigated. Since SiPM are an array of 
pixels, their performances are not exactly the best pixel 
performances multiplied by the number of pixels in the array. 
The dark currents can be worsened by the presence of 
randomly distributed defects that cause a distribution of 
performances around a mean value. The relationship among 
the dark currents in single pixels and in complete SiPM 
arrays can be summarized by the data (points) and 
simulations (lines) compared in Fig. 19 and already reported 
in [36]. We modeled the dark current of a single pixel as: 

 ID =q(
NDef

!
+
APixel

! i

)G            (6) 

where q is the elementary charge, NDef is the number of 
carrier generating defects per pixel in the active volume, τ is 
the average time for carrier generation event by one defect, 
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Figure 18.  (a) Comparison of the dark count rate as a function of the photoelectron signal amplitude treshold and (b) of the cross talk probability vs. 

overvoltage of a 20×20 pixels SiPM with trenches (red closed symbols) and a 20×20 pixels SiPM without trenches (blue open symbols). 

APixel is the single pixel active area, τi is the average time per 
unit area for the intrinsic carrier generation due to diffusion 
from the quasi neutral regions to the active volume, and G is 
the gain. The ID of the overall SiPM devices is simply the 
sum of the currents of single pixels as above modeled, with 
no contribution of extrinsic defects providing high leakage 
paths. In particular, Fig. 19 shows frequency histograms 
comparing the dark currents measured at room temperature 
of single pixels and SiPM arrays for a total of 952 devices at 
OV of 2, 3, and 4 V. The SiPM device contains 4096 pixels, 
so the respective currents of SiPM to single pixel should 
stay in ratio of about 4,000, as actually found. 

To model ID in the present devices, we should observe 
that the term NDef /τ dominates at room temperature [36], 
hence the ID statistics should essentially coincide with the 
NDef statistics. The NDef statistics is a Poisson statistics, hence 
the probability dP to have a DC between ID and ID+dID is: 
 

 
Figure 19.  Probability density as a function of the output current at OV of 
2V, 3V and 4V, for both single pixels and arrays (having 4096 pixels). The 

solid red lines are the model results. 

 dP

dI
D

=N exp
m

ID

!
ID

2
I
D
log(m

ID
/ I

D
) + (I

D
" m

ID
)( )

#

$
%
%

&

'
(
(

           (7) 

where N is a normalization constant, m2
ID is the statistical 

average of the dark current and σ2
ID  is the variance. In the 

case of the SiPM arrays the same expression holds. Fig. 19 
reports also the model curves, which show a good match 
with the experimental data. The model predicts that the 
combination of statistical parameters σ2

ID /m2
ID should be 

equal to q/τG or 4096× q/τG, for the single pixel and the 
SiPM array, respectively.  

C. SiPM operation under illumination 
Once defined the array performances in dark, measurements 
under a low illumination were carried out. The device was 
biased at +2V OV and the pulsed laser (6ns pulses) light was 
defocused in order to reduce the photon density. The device 
response is summarized in Fig. 20. In particular, Fig. 20a 
shows the persistence signal acquired on the OSC. The signal 
is due to the current spikes provided by one to 6 pixels 
(clearly identified) fired at the same time. More pixels have 
been fired by with a lower probability during the acquisition 
time (about 15 min). The signal width is limited by the 
oscilloscope resolution. This measurement can be made 
quantitative as shown in Fig. 20 b, where counts vs. the 
signal integrated charge (in 20 ns time range) is reported. 
The simultaneous firing of up to 8 pixels has been detected. 
The Gaussian distribution of each peak in Fig. 20 b is a clear 
evidence of the good pixel uniformity in terms of 
performances. Moreover, the distance between the peaks 
provide the information on the array gain [37]. It has been 
estimated as 106 at +2V OV. It should be stressed that the 
light signal, down to one photon count, has been acquired 
using only a digital oscilloscope, hence this device can be 
used without an external amplification circuit.  
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Figure 20.  (a) Image of a persistence on a digital OSC and (b) charge distribution of the pulses a 20×20 pixels SiPM for a low intensity nano second laser 

light at OV=+2V. 

 

VI. CONCLUSIONS 
We reviewed our main results on the study of both single 

pixels and SiPM arrays produced by STMicroelectronics in 
Catania. Our data coupled to an extensive simulation study, 
show that the single pixel technology is close to its ultimate 
physical limit. The DC is dominated by diffusion of minority 
carriers from the cathode for temperatures down to 40°C. At 
lower temperatures, SHR generation is the main DC source. 
The only improvement in the single pixel technology could 
be provided by a further reduction in the defect concentration 
that, up to now, has been estimated to be ~ 1.6±1.3 
defects/cm-3 in the best device. Obviously, the single pixel 
performances have a spread, due to the very low defect 
concentration needed to obtain the “best” device.  

Not all the pixels forming the SiPM array are the “best” 
pixel, their dark current is distributed around a mean value. 
We found that it follows a Poissonian distribution perfectly 
mirroring the defect random distribution on the wafer. 
Hence, SiPM arrays exhibit performances worsened by the 
presence of defects placed according to a Poissonian 
distribution.  

The presence of optical trenches surrounding each pixel 
strongly improves the SiPM performances, reducing the 
cross talk probability of one order of magnitude with respect 
to arrays without trenches.  

The DC of SiPM arrays having the latest pixel design 
technology described at room temperature is in the order of 1 
MHz/mm2 at OV=+3V (~10%), close to that reported by 
other scientists. The CP, thanks to the fabrication of the 
trenches, is lower than 2% till OV=+4V (~15%), the lowest 
value, to our knowledge, reported in literature. 

Finally, we have shown that these devices can be used as 
single photon counters also without a complex amplification 
stage. 
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