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Abstract—The importance of Wireless Sensor Network to be
connected to the Internet can be observed with the emergence of
Internet of Things. Applications that require WSN nodes to be
connected to the Internet has been steadily increasing over the
years. Knowing the fact that these low capability devices cannot
handle TCP/IP protocol stack, a new format has been introduced.
IPv6 over Low Power Personal Area Network (6LoWPAN)
enables these devices to be connected to the Internet seamlessly
and the important network device that interconnects the WSN
network and the Internet is the gateway. In this paper, a gateway
system that manages the packets from both the WSN and the
Internet is proposed. The system ensures that WSN nodes would
be IP addressable and provides end-to-end connectivity. Two
types of experiments to measure the functionalities, which are to
provide end-to-end connectivity and performance on latency and
transmission success rate are measured. A new packet format
is also proposed with the elimination of the length field from
the compressed UDP header. The experiment results showed
that end-to-end communication was successfully established by
allocating IPv6 address to the node at the gateway. Packet
transmission success rate is 100% for 1 hop scenario while latency
ranges from 60 and 145 ms and it is comparable with existing
prior arts that ranges from 70 ms to few minutes.

Index Terms—6LoWPAN; Wireless Sensor Network; Gateway;
IPv6; IEEE802.15.4.

I. INTRODUCTION

This paper is an extension of work originally reported in
The Sixth International Conference on Sensor Technologies
and Applications (SENSORCOMM 2012) [1].

Wireless Sensor Network (WSN) has been increasingly
being used since its introduction by DARPA in 1978. Usage
of WSN gained momentum starting from early 2000 and with
the cost reduced and better technology in place, more of these
devices are being shipped. This is even more prevalent with
the implementation of Internet of Things (IoT). Due to its
hardware profile, WSN was only used in private and static
network without any connectivity with other external devices.
This has changed tremendously over the years. From a static
type of connectivity to connectivity using web server and
mobile network and now using TCP/IP protocol stack. The
push for these technology is because the need and the benefits
that it provides in various aspect of IoT ecosystems.
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Fig. 1. Comparisons of IEEE802.15.4 with other Wireless Technologies

WSN nodes operate on low power, low processing and low
memory hardware profile, which was defined in IEEE802.15.4
[2]. It is the same family of IEEE802.15 that specifies
Wireless Personal Area Network (WPAN). Other standards
in this family are Bluetooth (IEEE802.15.1) and High Rate
WPAN (IEEE802.15.3). IEEE802.15.4 is also referred as Low
Rate WPAN and has few revisions. The latest revision being
standardized is IEEE802.15.4e and changes proposed in this
revision are better channel hopping, which significantly in-
creases robustness against external interference and persistent
multi-path fading. IEEE 802.15.4 was designed to operate in
three different bands as follows:

e 868.0 to 868.6 MHz — 1 Channel (data rates of 20 kbps,

100 kbps and 250 kbps)

e 902.0 to 928.0 MHz — 10 Channels (data rates of 40

kbps, 250 kbps)

e 2.40 to 2.48 GHz — 16 Channels (data rates of 250 kbps)

Even though there are three sets of bands for [IEEE802.15.4,
most of WSN implementations operate using 2.4 GHz fre-
quency, which also being used by other standards such as
WiFi and WiMAX and this leads to interference. Proper man-
agement of packet is required in WSN to reduce packet loss
because of this interference. Figure 1 shows the comparison
of IEEE802.15.4 standard with other wireless technologies in
terms of complexities and power consumptions against data
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Fig. 2. Interconnection between WSN nodes and external network

rate.

Knowing the fact that existing TCP/IP is too bulky to be
used in WSN nodes, 6LoWPAN [3] working grouping was
created to provide a solution. The Working Group (WG)
stated that the solution would be “pay as you use” header
compression method that removes redundant or unnecessary
network level information in the header. Some of the infor-
mation can be derived from link-level IEEE802.15.4 header.
Hence the 40 bytes IPv6 header was reduced to 2 bytes. This
is achieved by reusing the link layer header information. The
reduction of the header size is necessary as the total header
size of IEEE802.15.4 is only 127 bytes, which is too small to
accommodate the entire 40 bytes of IPv6 header.

There has been many solutions proposed to use 6LoWPAN
to enable end-to-end communications between WSN nodes
and external devices. All the communication from WSN
nodes have to be through the gateway that interfaces between
the WSN and external network. To enable the support for
6LoWPAN type of communication, a new system has to
be developed on the gateway so that WSN nodes can be
reachable in Internet and at the same time provides better
performances. The gateway must be able to read all the three
types of addressing format available in 6LoWPAN and also
support other features such as routing, mobility, security and
others. This paper extends the work provided in [1] and
add contributions to [4], by providing detail gateway systems
and performance analysis. The communication between the
6LoWPAN nodes and the external network through a gateway
is given in Figure 2.

The main contribution of this paper are as follows:

a. Providing a detail 6LoOWPAN gateway system that pro-
vides end-to-end communication between low power
embedded wireless devices and external IPv6 devices.

b. A data management system on the gateway to handle
packets that arrives both from external network and from
Wireless Sensor Network, which results in increase of
successful transmission of packets from WSN nodes and
reduction in latency.

The rest of this article is organized as follows: Section
II presents a new gateway system to handle communication
from 6LoWPAN nodes. Section III provides the implemen-
tations and experiments to evaluate the performances, while
Section IV discusses the results obtained. Section V presents
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Fig. 3. Changes to 6LoWPAN header

the existing solutions related to WSN and specifically using
6LoWPAN. This paper concludes in Section VI with some
suggestions for further research.

II. 6LOWPAN GATEWAY SYSTEM

Architecture for extending the WSN to the Internet is
presented by outlining the gateway that interfaces between the
WSN and the Internet. By assigning IPv6 addresses and with
proper handling of the packets, WSN nodes able to extend
their reachability to the Internet and also supports two-way
communications. The designed gateway system supports all
the three addressing mechanisms available in the 6LoWPAN
stack. The three addressing schemes are the short address (16
bits), MAC address (64 bits) and IPv6 address (128 bits).
However, in our proposed solution, only 64-bit MAC address
is used. This is because the 128-bit IPv6 address is too large
to be used in IEEE802.15.4 header and 16-bit short address is
not unique for WSN nodes identification. In this paper, only
UDP type of packets are considered for experiments. Since
the original 6LOWPAN header is not changed, the non-UDP
packets will be treated as defined in the standards [20].

A. 6LoWPAN Header

Header Compression 2 (HC2) [19] [20], is a one byte field
to define if UDP header need to be compressed or not. Bits 0
through 4 represent the next header ID and *11110’ indicates
the specific UDP header compression encoding. The 5th bit
represent if checksum required or to be elided. Last 2 bits are
used to define the source and destination ports. The header
format is given in Figure 3. 16 bits of each used for source and
destination port can be reduced to 4 bits each by eliminating
the first 12 bits. With this, the compressed UDP header is
only 1 byte, which is for the 4 bits source and destination
ports each.

The 6LoWPAN header format used is given in Figure 4.

B. Extending WSN to Internet

The gateway is designed to support two standards of com-
munication:

o Pull based communication method - IPv6 clients re-

quest data from sensor nodes in 6LoWPAN network. This
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is two-way communication, between client and sensor
node.

o Push based communication method - Sensor nodes
periodically send sensed data to a particular IPv6 client in
IPv6 Network. The IPv6 client in this system is normally
just like a remote station or database server. This is
one-way communication, from sensor node to a remote
station.

The 6LoWPAN gateway system aims at providing commu-
nication system and mechanism for ubiquitous wireless sensor
network. The system is build by combining IEEE802.15.4
connectivity with standard interface to the Internet such as
Wi-Fi, WIMAX, and Ethernet. The gateway must have dual
stack protocol as shown in Figure 5 that represents multiple
PHY/MAC (e.g., Ethernet, Wi-Fi, and WiMAX) for connect-
ing external IP network and PHY/MAC of 6LoWPAN (IEEE
802.15.4).

Using the dual stack protocol, the gateway is designed to
have 3 modules, which are:

e 6LOWPAN (WSN) Module - This module consists
of IEEE802.15.4 compliance hardware, which has the
6LoWPAN stack on it. The module is responsible for
handling connectivity and data transmission of 6LoW-
PAN network using IEEE802.15.4 standard. Packets send
by the sensor nodes are captured by this module and
forwarded to the service module for further processing. It
also forwards packets received from the service module
to the sensor nodes.
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o External Interface Module - This module defines the
Physical and MAC layer of any interface that provides
connectivity to external IP network. Therefore, the role
of this module is to offer functionalities required to
ensure connectivity to external IP network. Some of
the interfaces may provide connectivity to LAN/Wireless
LAN (e.g., Wi-Fi), while others can provide connectivity
to back-haul internet (e.g., Ethernet or WiMAX). In case
of gateway having multiple accesses, the selection of the
interface depends on the priority configured in the service
module and it could be changed manually.

o Service Module - This module provide services to handle
both 6LoWPAN and IPv6 packets. It is a significant
module that bridges all the interfaces that connects to
different networks. Since most of the main processes
occur in this module, the service module has a very
important responsibility, which is integrating the 6LoW-
PAN network with the IP network through other external
interfaces. The main purpose of this module is to provide
functionalities for handling standard IPv6 packet from
external network as well as 6LoWPAN packet. Two
sub-modules are created to make this happen. The first
sub-module is the node management that collects and
stores all the necessary information of the sensor nodes.
Some of the information stored are the MAC address
of the sensor node, correspondence IPv6 address, and
others. The second sub-module is for packet handling and
translation. It handles both 6LoWPAN packets and IPv6
packets. The two types of transmission, which are pull-
based and push-based are identified by the port number
the packets are transmitted. The two sub-modules capture
any IPv6 packet as well as 6LoWPAN packet, analyse the
source and destination address and process accordingly.

C. 6LoWPAN Gateway System Components

There are many components within gateway that are impor-
tant for the end-to-end system to work properly. This paper
focuses on the packet management within the Gateway. Two
main components in the gateway system, which are the focus
of this paper that are used so that the packets are properly
translated and forwarded are:

« Node Management - consists of Node Discovery (ND),
Periodical Logger, Mapping Table and Predefined IPv6
Prefix and Address Translation.

o Packet Handling and Translation - consists of IPv6
Packet Handler, IPv6 - 6LoWPAN Packet Transformation
and Predefined Remote Station Address.

The Node Discovery is a service that discovers the list of
node as well as informing the nodes in 6LoWPAN network
about their gateway. Both the gateway and the WSN nodes
must have the Node Discovery module. The Node Discovery
can be active or passive. For the active Node Discovery, the
gateway will periodically broadcast Gateway Advertisement
(GW_ADV) packet through IEEE802.15.4 interface to 6LoW-
PAN network. The nodes will response to this GW_ADV mes-
sage with advertisement response (ADV_RESPONSE). Using
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Fig. 6. IPv6 Address Assignment to 6LoWPAN Nodes

this option, the gateway can retrieve information of any sensor
nodes available within 6LoWPAN network. Moreover, the
nodes will also know their gateway that interfaces with the ex-
ternal IP network. The process of gateway sending GW_ADV
message and node response with ADV_RESPONSE mes-
sage is called Network Join Process. In addition, the MAC
addresses of the 6LoWPAN nodes are retrieved from the
ADV_RESPONSE message and stored in the Mapping Table.
Thus, the Mapping Table for address translation will be
generated from the network join process.

The translation is executed after the gateway receives the
ADV_RESPONSE by adding a predefine 64 bit IPv6 prefix
to a MAC address (EUI-64 bit) of a sensor node, which is
retrieved from the MAC header of 6LoWPAN packet. Using
this approach, the gateway manages the pseudo IPv6 address
of the sensor node. Therefore, the gateway can ignore the
process of sending out prefix advertisement to the 6LoWPAN
network. This process provides some benefits.

o Message overhead would be reduced as prefix is not sent
to the nodes

o Nodes would not process prefix configuration and hence
power is not used unnecessarily

« Nodes does not have to allocate memory to configure the
IPv6 address

The EUI-64 identifier of a 6LoWPAN device can be used as
the interface identifier of the IPv6 address while the predefine
IPv6 prefix is used as network identifier. Since the EUI-
64 addresses are globally unique and appending it to IPv6
prefix to generate IPv6 addresses are globally unique as well.
Figure 6 shows the address translation process and Table I
illustrates the mapping table maintained by the gateway after
the translation process.

D. Operation and Communication of 6LoOWPAN Gateway

To give clear understanding on the practical use of this
system using pull based mechanism, Figure 7 provide detail
network time diagram.
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TABLE I
EXAMPLE OF SENSOR NODE MAPPING TABLE

IPv6 Address
2001:2B8:F2:1:7E23:1200:20:1200
2001:2B8:F2:1:7D10:400:206:1501

EUI-64 MAC Address
7E:23:12:00:00:20:12:00
7D:10:04:00:02:06:15:01

IPv6 User A Gateway G Node B
(coordinator)
r+—IPv6 Network—su <-—6BLoOWPAN—»
=
=0 H
o
Translate and Store T =
into Mapping Table 0“56/ s
gsP 5
N F
Lo
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SRC = Scurce Address
TERMS | DST = Destination Address
EUl = Extended Unique Identifier
IP = |PvE Address

Fig. 7. Pull-Based Communications

Nodes in the wireless sensor network are first need to be
registered in the gateway by following network join process
explained earlier. This process is executed only at the be-
ginning of network setup and periodically thereafter. This
is similar to standard IPv6 neighbor discovery (ND) [18],
wherein the advertisements from routers are sent periodically.
The periodic time is set at larger intervals to reduce message
overhead hence reduces the power consumption for processing
the messages. Following are the steps taken in the network join
process as given in Figure 7:

e Gateway G conduct node discovery by issuing a
GW_ADVERTISEMENT message to the 6LoWPAN net-
work.

e Node B, upon receiving this message, responds with
ADV_RESPONSE message indicating that it will join the
network.

o Gateway G will update the table with the information of
the nodes responded

New nodes that join the network can update their presence
using network join message, NET_JOIN message. Nodes
can send this message if they did not receive any gateway
discovery message from the gateway after a predefined time.
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TABLE 11
DETAIL INFORMATION IN ADDRESS INFORMATION TABLE

FIELD LENGTH | DESCRIPTION

D 1 byte The requesting packet sequence num-

ber

Source Address 16 bytes IPv6 address of the user (client)

Destination (Sen-
sor Node) MAC
Address

8 bytes The MAC address (EUI-64 bit) of the
sensor node. The address is derived
by removing the IPv6 prefix from the

sensors IPv6 address

Port 2 bytes Port number allocated (from 61616 -

61630)

0: Packet has been forwarded to
6LoWPAN node.

1: Packet has been forwarded to IPv6
client.

2: Pending because the destination ad-
dress is the as previous packet, which
has not been received the response

Status 1 byte

from the node.
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Fig. 8. IPv6 Client requesting data from sensor node

TABLE III
ADDRESS INFORMATION TABLE UPON RECEIVING REQUESTS FROM AN
IPV6 CLIENT

The communications for both push based and pull based
schemes are maintained through the use of a gateway. Different
port numbers are used to differentiate the sensor’s traffic for
both the schemes. RFC 4944 [19] defines a well-known port
range (61616-61631) for UDP packet in 6LoWPAN. In this
implementation, the ports used are as follows:

o Port 61616 is used by the gateway to send data to the
sensor nodes in pull based mechanism.

o Port 61617 is used by the gateway to receive data from
sensor nodes in pull based mechanism.

o Port 61630 is used by the nodes to receive the request
from the external node through the gateway and response
using the same port.

o Port 61631 is used at the gateway to receive data from
sensor nodes in push based method.

For both the communication mechanisms, Gateway main-
tains an Address Information Table as given in Table II. The
gateway can differentiate traffic to the specific nodes that uses
the ports defined and traffic from other applications. This is by
referring to the table that has been created to store all the nodes
that would use these ports. If there are other applications that
uses different ports, the system would then operate as defined
in the standard.

One of the examples of polling wireless sensor data is using
one to one Communication.

This communication scenario occurs whenever different
IPv6 clients request data from different sensor nodes. As an
example, as shown in Figure 8, 2 IPv6 clients and 2 sensor
nodes connected through a Gateway are used. Each IPv6
client requests data from different sensor nodes in 6LoWPAN
network.

Based on Figure 8, upon receiving the IPv6 packet requests
from an IPv6 client, the gateway will execute Forwarding
Process for each packet:

i. Gateway updates the entry for the Address Information
Table (Table III) by storing the Destination MAC Ad-

ID | IPV6 DESTINATION MAC | PORT| STATUS$
SOURCE ADDRESS
ADDRESS

1 1Py 6D:10:02:00:20:15:00 61616 0
(2001::1)

2 P2 5E:10:02:00:20:15:00 61616/ 0
(2001::2)

dress field in the table, which is derived by removing the
IPv6 prefix (2003:2b8:f2:1) used for sensor nodes. The
gateway do not keep IPv6 destination address (sensor’s
IPv6 address) since the address can be generated by
adding the prefix (e.g., 2003:2b8:f3:1) with EUI-64
address.

ii. The gateway checks the destination address (EUI-64
address). If there is an earlier request for data from the
same address (status = 0) then the new request is queued
by setting the status to 2.

iii. Once the packet is allocated with a source port, the
gateway proceed to transform/convert the IPv6 packets
to a 6LoWPAN packet:

a. The gateway uses port number 61616 as source
port. Port number 61630 is used for destination
port at sensor node.

b. Use the derived EUI-64 bit MAC address as des-
tination address.

iv. The gateway forwards 6LoWPAN packet to 6LoWPAN
network.

While processing any request packets, the gateway is ready
for the reply from the sensor node. The Response Process for
each response/reply packet from a sensor node is as follows:

i. The reply packet from sensor node will be sent to the
port number 61617 of the gateway (Figure 9).

ii. The gateway will wait the reply for a certain amount
of time (e.g., 1000 ms); if the gateway does not receive
any reply, a second request message would be sent. If
the gateway still did not receive any reply after that, it
will send the Time-Out Message to the IPv6 client.
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Fig. 9. Communication after receiving response from Sensor Node

TABLE IV
ADDRESS INFORMATION TABLE AFTER SENDING THE PACKET BACK TO
IPV6 CLIENT

ID | IPV6 DESTINATION MAC | PORT| STATUS$
SOURCE ADDRESS
ADDRESS

1 1P, 6D:10:02:00:20:15:00 61617 1
(2001::1)

2 1Py 5E:10:02:00:20:15:00 61617 1
(2001::2)

iii. After the gateway receives a reply from the sensor node,
it checks the Address Information Table, and matches
the EUI-64 source address of the reply packet in order
to retrieve IPv6 address of the client (IPv6 Source
Address). The IPv6 source address will be used as the
destination address to route back the packet to IPv6
client.

iv. Next, the 6LoWPAN packet is converted to IPv6 packet
and route it back to IPv6 client.

v. The Status Field in the table is set 1, meaning the
reply packet from sensor node already forwarded to
IPv6 client (Table IV) and the entry in the Address
Information Table will be deleted.

III. IMPLEMENTATION AND TESTING

A testbed was created to validate the gateway architecture
and to measure the end-to-end performance as shown in Figure
10.

The setup consists of nano router and sensor nodes de-
veloped by Sensinode Inc. [21] as our hardware platform.
Gateway is a laptop computer with Linux OS and has three
interfaces; a nano router for the wireless sensor network, WiFi
network interface and Ethernet network interface that connects
to the IPv6 network. Nano router is a USB device that is
attached to one of the available USB port in the gateway.
Packet Handler module explained earlier is configured and
executed on the gateway. The sensor nodes are installed
with the free real-time operating system (FreeRTOS) with
the NanoStack software module, which consists of 6LoWPAN
stack with added features. Each of the sensor node has 2 AA
batteries. The modules were developed using ¢ programming
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Fig. 10. Testbed for the System

TABLE V
PERFORMANCE MEASUREMENT PROPERTIES

Details
4-8 nodes for 1 hop away. 2x2, 2x4
and 2x6 for 2 hops

Properties
Network Size

Distance 3 meters for each hop

Data  Sampling | 20 seconds

intervals

Duration 120 samples (1 hour)

Message size 4, 8, 16, 37 bytes

Measurements Transmission Success Rate and La-
tency

Method Start with 1 node and gradually

increase the nodes while sending
data simultaneously

language. The communications for both push based and pull
based schemes are maintained through the use of a gateway.
The sensor nodes that were deployed provide readings for
temperature and light intensity measurements.

A client laptop was also used to retrieve sensor data to verify
the bidirectional communication. To validate the performance,
tests with different settings were conducted with different data
sizes. Furthermore, to test the bidirectional communication, a
ping message was sent from the gateway and using the reply,
the latency was calculated. Table V provides the properties for
the tests.

In 2 hops network environments, the end sensor nodes are
configured to forward data through a particular relay node.
In the experiments conducted, the sensor nodes are divided
equally among the relay nodes. In 2x2 network setup, 1 sensor
node forwards data through 1 relay node, in 2x4 network setup,
2 sensor nodes forward data through 1 relay node and in 2x6
network setup, 3 sensor nodes forward data through 1 relay
node.

Wireless sensor nodes used in the experiments are config-
ured with the following features:

« The sensor nodes are static (no mobility)

« The nodes are configured without any sleeping schedule
hence the nodes will always be active to send and receive
data

o Nodes are configured to forward the packets to the gate-
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Fig. 12. Display sensor information using web browser. ©2009 MIMOS
Bhd. All Rights Reserved

way through a relay node in a 2 hops static deployments

IV. SYSTEM PERFORMANCE EVALUATION

As described earlier, the request from a client will be
forwarded by the gateway using a simple client as shown in
Figure 11 [4]. All the sensor nodes’ IPv6 addresses are listed
in the client and when a particular IPv6 address is selected,
a request is forwarded to the gateway, which will then do the
necessary actions. The temperature and light reading from the
sensor will then displayed on the client. This shows the success
of bidirectional communication (Pull based mechanism). In the
push based mechanism, the data is periodically sent to a web
server and the data is displayed using a web browser as shown
in Figure 12.

End-to-end latency usually measured using the ping com-
mand by getting the round trip time (RTT). The one way
latency is half of the RTT value. There are few components
that contributes to the end-to-end latency as given below.

o Processing of the packets - This latency is due to the

processing power available at both end nodes. Request
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packet sent from the application layer has to move to
the physical layer so with low processing at the node
increases the latency but this is usually minimal.

o Network processing - In a typical network environment,
the packets traverse through many routers and processing
of packets at the router further increases the latency.
The queueing delay is under this category. This happens
when a gateway receives multiple packets from different
sources heading towards the same destination. This prob-
lem is tackled using the Packet Management Module on
the gateway.

o Network condition - The network condition is usually
unpredictable hence if the network is congested, the
packets that travel will get delayed and further increases
the latency. Latency value is even more if the packet
is sent in a wireless environment. In wireless multi hop
environment, inefficient quality of service also effects the
latency.

The end-to-end latency when only 1 sensor node is active
is measured and average latency is 64.7 milliseconds for 1
hop and 94.1 milliseconds for 2 hops. This average latency is
comparable with average latency claimed in the white paper
by IPSO-Alliance [22], which is about 125 milliseconds. Total
latency is calculated based on the processing latency of packet
at the node, processing latency at the network gateway or
router and latency due to network condition.

The latency for various data sizes for only 1 node active
are given in Figure 13. It can be observed that the increase
of data size does not effect much on the latency. This is
because the packets are not fragmented and data is sent in
one packet. However, the latency increases with the increase
of number of hops. This is because of the effect of network
condition that is explained earlier. In 2 hop network setup, the
packets have to send to the relay node before being sent to the
gateway. Processing of packets at the relay node further adds
the latency. Figure 14 and Figure 15 show the average for 1
hop and 2 hops. These results are used as a base for the other
experiments.

In Figure 16 and Figure 17, it can be observed that as the
nodes increased one by one, the latency is also increases. This
is because the nodes started sending data every 15 seconds
after associating with the gateway. The increase in latency
is due to the network condition component explained earlier,
which is the increase of active nodes in wireless network
increases the latency.

As for the packet delivery rate, 100% success rate obtained
for nodes 1 hop away from the gateway for all the scenarios.
However, the percentage dropped with the increase of hops
and nodes as shown in Figure 18. This is due to the condition
of the WSN network and the relay node are not configured
with proper packet handling.

To further validate that the system developed is better in
terms of packet delivery rate, two experiments, which are
without the data management module were executed. The
graphs for packet delivery rate for 1 hop and 2 hops without
Packet Management Module proposed are given Figure 19 and
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Data Size Vs Latency for Different Number
of Hops for 1 Active Node
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Fig. 13. Data Size Vs Latency for Different Hops for 1 Active Node
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1 Hop: Number of Nodes vs Latency
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Figure 20.

It can be observed from Figure 19 that there is significant
drop of packet delivery rate from 99% for 4 actives nodes and
4 bytes of data to 89% for 8 active nodes and 37 bytes of data.
System with the data management module gives 100% packet
delivery rate. This is because the gateway without the data
management module receives packets from different nodes at
the same port and could not handle the packets properly.

Since the same relay node was used, the packet delivery

Average Latency Vs Data Sizes for 1 Active
Node with 2 hops
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Fig. 15. Average Latency for 1 node in 2 hops with difference data sizes
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rate dropped with the similar margin as in 1 hop compared
to the use of data management module. This is because the
relay node is not configured with data management. The drop
further increases because no data management at the gateway.
The packet drop for 1 hop ranges from 1% to 13% whereas
for 2 hops, the packet drop ranges from 2% and 4%.

This shows the importance of packet management at the
gateway. With the proper address and data management, packet
delivery rate for wireless sensor node can be improved.

2 Hops (2 Relays): Number of Nodes &
Different Packet Sizes vs Packet Delivery Rate
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Environment
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1 Hop - Without Data Management Module: Number
of Nodes & Different Packet Sizes vs Packet Delivery
Rate
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V. WSN GATEWAY RELATED WORK

There are several gateway architectures that were proposed
for various implementation scenarios. Initially WSN was de-
ployed in isolated network because of the constraint of the
devices and technologies. With the progress of technology,
data from WSN nodes was collected by the collector and send
to a centralized server using GSM network or long range radio.
With the introduction of web communication, data can be
displayed in the web server but the data is still collected by the
collector. Now, this devices have better processing capability
and the need for the nodes to be connected to external network
are more prevalent so IP connectivity has been suggested.
This is possible with the use of gateway for communication
to external network.

The systems are grouped based on the trend specified
and each system is described by their research contributions
and implementations. Three type of connectivity methods are
discussed with the emphasis given to the architecture used
to implement and method of managing the packets at the
gateway. Some systems are deployed using the proprietary
protocol such as ZigBee while others using open source such
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as TinyOS, Contiki and Nanostack.

A. Gateway to server type of connectivity

In this method, data from sensor nodes is sent to a gateway,
which then forwards to a server. Gateway may have different
type of connectivity to the server such as GSM, GPRS or
others. In the system developed by Steenkamp et al. at Cape
Penisular University of Technology [5], WSN gateway was
developed using TinyOS with AT91RM9200 ARM evaluation
kit from Atmel. This gateway enables users to remotely
retrieve data from WSN network using GSM network.

A system specifically designed to gather information from
the forest was proposed by Wenbin et al. [6]. In this sys-
tem, gateway is connected to an external server using GPRS
module. The gateway collects sensor data and converts it
into Comma-Separated Value (CSV) format. After that the
CSV file is sent to the server using FTP via GPRS module.
Communication between the gateway and the FTP server
is established using TCP/IP protocol that was built-in in
the Debian Linux for embedded devices. Another system
developed using GPRS module was implemented by Tolle et
al. [7]. Data from the sensor nodes was collected over Mica2
node attached to RS232 serial, stored in a local database,
and then transmitted over a GPRS cellular modem to an off-
site database. They implemented the system to capture the
microclimate surrounding a coastal redwood tree.

A different approach was introduced by Becher et al. [8]
to send health information to a personal computer. In this
approach, person’s health data such as ECG, pulse rate and
body weight are sent to a gateway, which then forwards
to a personal computer using Bluetooth technology. ZigBee
communication was used between the WSN nodes and the
gateway.

The systems and architectures given, uses a point-to-point
communication between the gateway and the server using
GPRS, Blueetooth, long range wireless or Satellite. The draw-
backs with these system are:

o There is no data management at the gateway. Data is
collected at the gateway, saved in a file and send to the
other end. In some cases, data is forwarded as it arrived
at the gateway. These systems are not suitable for critical
applications because all the systems have a single point
of failure. There is also no mechanism to determine if
the data was successfully sent to its destination.

« It has no IP connectivity for the nodes as such end-to-end
communication could not be performed. The data from
the sensor is send to the gateway, which then forwards
it to a data storage server. Information about the node’s
ID would be added in the data field and this cost more
overhead. Besides that, data would be sent to a single
end point like the system that uses Bluetooth [8] and not
routable in the Internet. IP address given to each node
would enable the nodes to be reachable from anywhere
as.
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B. Communication using Web Services

Systems developed using this method uses web services to
publish the collected data. The web service may be running in
a separate server or part of gateway. In a system proposed by
Qiu and Choi [9], the information from the sensor nodes are
displayed using web server. The approach taken was to setup
a web server in the gateway itself using embedded Common
Gateway Interface (CGI) technology. Users can check the data
from ZigBee sensor network through the web-sensor gateway.
Users can get data from a particular sensor by sending a
request through the web server at the gateway. The gateway,
after receiving the information using the ZigBee protocol,
displays the information on the web server for the client to
view.

Fan Ye Dun et al. [10] presents a gateway, which connects
WSN with external network. In this gateway that uses TinyOS,
data is gathered at the gateway and stored in the local storage
using embedded database, SQLite3. The information in the
database is displayed using a web service so that any external
user can access and view the data using existing TCP/IP
protocol. Overall architecture presented is similar to system
[9] discussed earlier. This system was used for environmental
monitoring. The limitation with this approach is similar to the
earlier system, which inhibits the end-to-end communication
that is important in some applications. Maybe the system is
only suitable for environmental monitoring and not for other
use cases. Another similar system that displayed data using
web services was proposed by Dan et al. [11]. The data are
stored in Extensible Markup Language (XML) files according
to information types. Web service interface within the gateway
encapsulates XML format data in Simple Object Access Packet
(SOAP) packet and transmitted to web browser through HTTP
protocol. Similar concept was also used in a system developed
by Jin et al. [12] for home and building automation and by
Malatras et al. [13] for facility management.

Some of the drawbacks with the systems discussed in this
category are:

o Nodes cannot be reachable directly from the external
network. This limits the goal of providing direct commu-
nication and limits the growth of WSN in other aspects
such as mobility, etc. The gateway requires extra re-
sources as it also provides web services and data storage.
In some systems, IPv4 address was assigned based on
the availability. This further inhibits the growth of the
network.

o There were no proper data management at the gateway.
It is not necessary for this group because most of the
time, it is communication between the sensor nodes and
the gateway.

C. End-to-end connectivity

In this system, WSN nodes somehow are able to connect
to external network using few methods. Zimmermann et al.
[14] developed a system using a combination of DNS reverse
lookup and address translation method to extend WSN node
to external network. In this system, the sensor nodes are
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configured with IPv6 link local address. Each of the nodes
is mapped to a global IPv6 address using the 1 on 1 Network
Address Translation (NAT) mapping. Whenever a node wants
to communicate with an external device, it is assumed that the
node knows the domain name of the external device and sends
the query for IPv6 address. The gateway forwards the query
while maintaining the requester’s information in its database.
The Domain Name System (DNS) Application level gateway
intercepts the query and replaces the domain name with global
IPv6 address of the external device. The global address is
mapped to a newly generated link local address using the 1
on 1 NAT mapping at the gateway. The limitations with this
system are:

« If the DNS query is not intercepted for some reasons and
the DNS server is heavily used, IPv6 address cannot be
returned to the sensor node. This will fail the communi-
cation between the sensor node and the external device.

o There is no management of the packets at the gateway
besides the 1 to 1 mapping. Using link local address
adds extra overhead on the node. This can be reduced by
reusing the MAC address already available in the header.

o This approach also uses extra overhead which consists
of messages being exchanged to retrieve the external
device’s IPv6 address and this contributes to the increase
of transmission latency.

o Both the sensor nodes and the external nodes have
link local and global address, which is translated at the
gateway using 1 on 1 NAT. The translation of the header
increases processing of the packet and it is unnecessary.

An IP address translation mechanism was proposed by Choi
et al. [15]. It is assumed that the gateway has records of
all the external devices’ IPv6 addresses. WSN node request
the destination IPv6 address from the gateway by providing
the link local address of the external device. Once the node
receives the information, the node will then send the packet
using EUI64 MAC address of the destination node. The
gateway again change the MAC destination address to link
local address. Even though the objective for this approach was
to provide end-to-end communication, the approach taken was
not practical.

« It is not practical for internal node to request address of
the external device based on the link local address. In
this implementation the gateway has to store all external
devices’ addresses, which is impossible. This is practical
if the node sends data to a known address such as a server.

o Extra overhead and redundant message exchanges be-
tween the node and gateway. The node queries the
gateway for destination ID by providing the destination
link local address address. The destination node ID can
actually be retrieved from the link local address used
in the query. Furthermore, link local address is not
routable in Internet thus it restricts the implementation
to a particular local area network.

e There is no method mentioned on the management of
data at the gateway. This would be a problem as in some
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scenario, when nodes continuously and simultaneously
transmit data to the gateway and without a proper man-
agement mechanism, packet loss will be high.

Since IPv6 is not fully deployed, Chang et al. [16] proposed
and implemented a system using 6LoWPAN in IPv4 network.
They propose that both public and private IPv4 address be
used for the nodes in WSN. Connectivity from gateway to
external network could be using Network Address Translator-
Protocol Translator (NAT-PT), tunneling service such as ISA-
TAP, Teredo, 6to4 and others.

ZigBee has been widely used in WSN and changing the
protocol stack to support IPv6 is not practical hence Chia
et al. [17] proposed an architecture using SIP protocol to
interconnect ZigBee network with the external network. With
this session layer approach, both ZigBee and 6LoWPAN WSN
would be supported. For ZigBee nodes, the ZigBee Apps in-
formation is translated into SIP while SIP has to be supported
in 6LoWPAN node. This extra layer service creates more
overhead for 6LoWPAN nodes. End-to-end communication is
not supported with this method and the architecture does not
provide data management at the gateway.

There was various methods proposed to connect WSN to the
Internet but none of it described in detail the method of end-
to-end connectivity and does not provide data management
at the gateway. Both the end-to-end connectivity and the data
management are important features to be incorporated in WSN
to ensure that data will be communicated effectively like any
other Internet devices.

VI. CONCLUSION

This paper proposed a gateway system to interconnect wire-
less sensor network with external network using 6LoWPAN
protocol. The gateway provides a mechanism for the end
clients to directly communicate with the sensor node, which
was assigned with IPv6 address. Besides that, the gateway
forwards the periodical data to a web server.

The system is validated with the successful transmission of
sensor data, which was displayed using a client and web server.
Further tests were conducted to validate the latency and the
transmission success rate. The latency for 1 hop with various
number of nodes ranges between 60 to 145 milliseconds while
the transmission success rate is 100 % for 1 hop. The success
rate dropped with the increase of number of hop, which could
be because of the relay node (FFD) not forwarding the packets
appropriately. Nevertheless, the results are in accordance with
the other prior art. It is expected that further increase in the
number of hops would reduce the packet transmission success
rate.

As for future work, the proposed solution can be further
tested in other environments by setting different transmission
intervals, less interferences, etc. It is also important for the
transmission to be extended with more than 2 hops with
minimal packet drops. The performance can also be evaluated
with the implementation of other components such as secu-
rity, routing, dynamic topology and mobility with multi-hop
scenarios. Besides that, the gateway can be extended to be
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used as IoT gateway that will provide seamless connectivity
to various standards and devices.
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