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Abstract—Visualizations of large simulations are not only
computationally intensive but also difficult for the viewer to
interpret, due to the huge amount of data to be processed. In
this work, we present a novel Augmented Reality visualization
method, which enables simulations based on current city model
data to be presented with localized real-world images. Test
scenarios of urban wind flow and fine dust simulations illustrate
the benefits of mobile Augmented Reality visualizations, both
in terms of selection of data relevant to the user and facilitation
of comprehensible access to simulation results.

Keywords-Scientific Visualization, Augmented Reality, Nu-
merical Simulation, Urban Airflow, Geographical Information
Systems.

I. INTRODUCTION

Numerical simulation and interactive 3D visualization
has today become an essential tool in many applications,
including industrial design, studies of the environment and
meteorology, and medical engineering. The increasing per-
formance of computers has played an important role for
the applicability of numerical simulation but has also led
to a rapid growth in the amount of data to be processed. At
present, the use of simulation software and the interpretation
of visualization results usually require dedicated expertise.
The large amount of data available leads to two problems for
the end-user, which are discussed in this paper extending [1].
On the one hand, handling and selection of the appropriate
data requires a suitable user interface. On the other hand,
the amount of perceptible information is limited, and thus
visualizations of large data sets need very intuitive methods
to be understandable.

The use of Augmented Reality (AR) is aiming at the
extension of human senses for delivering contextual infor-
mation in an optimized way [2], [3]. For the visual sense,
a difference of traditional imaging of virtual information to
augmented imaging is the direct correspondence of virtual
objects to reality. By exploitation of this additional and
seamless information channel, the quality of information
representation is strongly enhanced. This generally improves
the analysis and comprehension of virtual data, but also
opens new aspects for validation. This is especially true for

AR visualizations of numerical simulations in living environ-
ments, where a manual comparison of results in the form of
a visualization in a virtual world with reality may be tedious,
and even misleading for an uninformed viewer. For instance,
we make use of higher-order elements or artificial boundary
conditions to better represent reality [4], [5], but for which
highly specialized visualization methods would be needed to
represent the data in its full fidelity [6]. When representing
the results in the context of reality, the evaluation of the
chosen model is simplified, and the results are represented
more appropriately in the actual surroundings instead of an
arbitrarily complex model thereof.

Numerical simulations in many domains can benefit from
AR visualizations. Besides analysis of urban airflow and
a forecast of fine dust distribution as presented in this
paper, examples include noise propagation [7], urban climate
simulation [8], and human crowd simulation [9]. The general
feasibility of simulations in living environments and AR
visualization was strongly promoted by the introduction and
increasing role of Geographical Information Systems (GIS)
for urban planning [10]. Their improved accuracy joined
with the increasing performance of computing systems are
making accurate large scale urban simulations feasible. We
present the results of the joint work with the city council
of Karlsruhe for simulations in an urban environment as an
illustrative example setting, with focus on the advantages of
mobile AR visualization of large numerical simulations. The
proposed visualization method, whose development started
with the Science to Go project, serves as a technology for
solving problems of large scale data visualizations. Addi-
tionally, it also opens the path to making results of numerical
simulations accessible to decision makers and to the citizen
at large, both from the technical and the comprehension
perspective. The general availability of smartphones and
tablets equipped with GPS, cameras and graphical capa-
bilities fulfills the technical requirements on the client side
for implementing the presented visualization method. This
allows for an intuitive exploration of large scale simulations.
The ongoing standardization process of GIS for city mod-
eling in the CityGML consortium [11] enables standardized
simulation and visualization services for world-wide use
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based on the presented method in the future.
This work is an extension of [1] with a more in-depth

description and discussion of the method, the application to
a new scenario and simulations, as well as a description of
further research into solutions for accurate visual alignment
of AR visualizations using active markers.

In this paper, we first present previous papers and projects,
which relate to the proposed concept. This is followed by a
description of the visualization method, with details on the
needed steps of pre-processing, simulation, AR visualiza-
tion, interaction, and the client-server framework. The text
ends with the conclusion and acknowledgments of partners
and funding for the project.

II. RELATED WORK

The Touring machine [12] was one of the first mobile
solutions for AR illustrating the potential of enhancing real
life images in real-time for exploration of the urban environ-
ment. The approach was to display information overlays on
the camera image, which is still popular in AR applications
of today [13], [14]. This concept is well suited to presenting
textual or illustrative information, such as designation of
points of interest, or augmented objects on top of printed
markers. But this does not directly apply to immersive AR
visualization of simulation results in the living environment
around the viewer as presented in this paper.

The availability of dedicated graphical processing units on
mobile devices has led to AR visualizations of pre-defined
3D objects [15], which have been found beneficial in labo-
ratory setups [16]. This is the basis for visualization of 3D
structures representing the results of simulations. The use of
AR visualization for environmental data is presented in the
HYDROSYS framework [17], which provides a method to
combine measurements and simulation data with geographic
information. Similar to the work presented in this paper, that
framework emphasizes the need for simulation information
on-site. The conceptional need for combining simulation
results with data from geographic information systems is
also a driving force for the CityGML project [10], which
has applications to natural disaster management.

AR visualization of urban air flow phenomena in an
indoor virtual reality laboratory setting based on physical
mock-up building blocks is presented in [18]. The general
aim of that work is similar to the one presented here, but it is
focused on the interaction with objects in the visualization,
and does not treat the aspect of remote visualization on
mobile devices.

A related domain is that of map generation through
interpolation of geographically localized, sparse data. A
sophisticated algorithm for this type of problem is proposed
in [19], which could conceivably also be used as a source
of data for the visualization method presented in this work.
In the applications presented here, the focus is on the use
of data obtained through numerical simulation.

Figure 1. Augmented Reality simulation and visualization workflow.

The simulations that are presented in this work concern
wind flow and particle distribution in urban environments.
This setting has previously been investigated in several
works, including [20] and [21]. In contrast to those papers,
we employ a simplified model, which does not include the
effects of wind turbulence. This reduces the computational
costs, while still delivering results that serve to illustrate
the potential of the AR visualization method. It is also
advantageous in cases where the outcome of numerical
simulations has to be related to the real surroundings, such
as for the placement of mini wind turbines in urban spaces,
which does not only depend on the optimal wind conditions
as discussed in [22] and [23], but also their fit into the city
scape.

III. VISUALIZATION METHOD

The problem of creating AR visualizations of scientific
data is demanding in several aspects, and its solution must
necessarily combine a range of techniques from different
fields, including geometric modeling, numerical simulation,
computer graphics and network programming, as illustrated
in Figure 1. In this section, we describe the method that
we have developed to achieve this goal. First, we outline
the problems that were identified in the early phases of
development. Next, we describe two scenarios, which are
used to illustrate the use of the method. In the remainder
of the section, we provide details on various aspects of the
techniques that were used, including the construction and
discretization of a virtual geometry, modeling and numerical
simulation, AR visualization, interface for user interaction,
and a framework for distribution of the compute load.

A. Identification of Problems

To obtain a clear understanding of the steps required to
create AR visualizations of scientific data, we have identified
and analyzed the main problems associated with this task.
As with any AR implementation, the first challenge is to
construct a virtual geometry. In this work, we have focused
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on use cases in an exterior urban setting, but the proposed
concept could also be applied in large open areas as well as
inside buildings.

The next challenge is to create datasets that are suitable to
visualize in the AR rendering. In this work, we are interested
in displaying solutions of numerical simulations of physical
phenomena, such as wind flow, noise, temperature or particle
concentrations. The process to compute these solutions is
largely manual: one has to determine a suitable mathematical
model, formulate a precise and well-posed problem, choose
an appropriate numerical method, and perform discretiza-
tions of the equations as well as the geometry. Furthermore,
one must acquire the necessary input data such as material
properties, boundary values and initial conditions. Ideally,
all these steps would be automated, but at the present state
of research, at least the steps up to and including the
discretization require some human intervention.

Once a dataset has been computed for the virtual geom-
etry, one has to combine it with the real-world geometry,
based on the position and orientation of the user. The major
difficulties in this context are the alignment of the virtual
and real geometries, and the combination of the computed
dataset and the current camera view.

AR visualization is by nature interactive, and should
permit the user to control the displayed data in various
ways, not only by moving the camera. Furthermore, it is not
always evident how visualizations of scientific data, and its
associated uncertainties, should be interpreted. An important
challenge is how to present data in such a way that it can
be correctly understood by non-experts.

The final problem that we identified is the need for sub-
stantial compute power, both for the numerical simulation
and for visualization of the results. Although the capabilities
of handheld devices is steadily increasing, the processor
within a single mobile phone is not able to solve three-
dimensional fluid flow problems with reasonable accuracy
within acceptable time limits. Hence, a distributed architec-
ture is needed, which allows remote access to numerical
simulations on powerful hardware.

The method proposed in this work is an attempt to
address all these problems. We discuss the extent to which
we consider our solution successful, as well as the open
problems that remain, in Sections IV and V.

B. Scenarios

In order to demonstrate the capabilities of our visualiza-
tion method, we define two test scenarios, each consisting of
a specific numerical simulation in a specified place. Figure 2
shows the location of these sites on a map of the city of
Karlsruhe. These scenarios are primarily meant to illustrate
how AR visualizations of scientific data are useful, and to
provide datasets upon which the various data processing
and visualization techniques can be tested. The accurate
simulation of the physical processes that we have chosen is

Figure 2. Map of Karlsruhe with places corresponding to scenarios.

generally a difficult and time-consuming problem, which is
not the main focus of this work. For this reason, the models
have been simplified, and the input parameters has been
chosen in such a way as to make it possible to obtain the data
in a short amount of time, at the expense of accuracy and
physical realism of the results. The computations performed
and the simplifications that were made, are described in
detail later in this section.

The first scenario that we consider is wind simulation
around the building that hosts the Department of Mathe-
matics of the Karlsruhe Institute of Technology (KIT). It
is located at the Kronenplatz square in Karlsruhe. We use
synthetic data to determine a plausible wind velocity flow on
the boundary of the domain, and solve the incompressible
Navier-Stokes equations to obtain the solution in the entire
domain.

The second scenario concerns the spread of fine dust
particles in the vicinity of the Physics building on the
campus of KIT. In a first step, we again compute a velocity
field around the buildings as in the first scenario; and then
solve a model for the transport of microscopic particles
suspended in the air based on this velocity field.

C. Virtual Geometry

A numerical simulation can be viewed as the combination
of a mathematical description of the physical phenomenon to
be simulated, a numerical method to solve the problem, and
a computational domain describing the space in which the
simulation is performed. While the first two aspects are dis-
cussed in literature, and actively researched in computational
sciences, the third aspect traditionally receives less attention
for living environments. Understandably, this is due to the
fact, that the effort of performing measurements of buildings
is too large compared to the value of individual numerical
simulations. Furthermore, the alignment with real world
coordinates as needed for AR applications is an additional
requirement. A solution to this problem is to derive the
computational domain from other data sources, performing
additional steps to convert the geometrical description to a
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Figure 3. Photo-realistic building in the Karlsruhe 3D city model.

suitable computational domain. This approach is followed
and explained in this text, based on a GIS urban model.

The project “3D-Stadtmodell Karlsruhe” [24] was started
in 2002 as an improved database of geographic information
to meet the demands of the local administration. It consists
of several data sets of varying purpose, coverage, accuracy
and detail, starting with a terrain model without buildings,
and including large brick models for the cityscape, up to
a photo-realistic model, as seen in Figure 3. All data sets
are expressed in a global Cartesian coordinate system, such
as Gauß-Krüger or Universal Transverse Mercator (UTM)
coordinates, for alignment with the real world. The city
model is currently progressing towards an integration into
a CityGML [10] based representation.

Since none of the models were created for use by nu-
merical simulation software, extensive pre-processing steps
were necessary. In general, two or three models have to be
combined to create a suitable computational domain, as seen
in Figure 4. Special care was necessary to deal with model
enhancements that had been made mainly for visual effects.
For instance, there were closed window panes in garages
facing the outside world on both sides with zero width,
which are very significant for wind flow simulations around
buildings. Although such irregularities could be avoided by
imposing strict conditions on the city models, in general
we cannot expect available city models to conform to these
conditions, since they were originally created for visual
planning. To avoid problems arising from these kinds of
artifacts, an emphasis was put on the use of robust and
efficient region growing methods that are well known from
medical applications such as the realistic computational fluid
dynamics simulations of the nose and lungs (see, e.g., [25],
[26]).

The chosen approach approximates the geometry by dis-
cretization into voxels of pre-defined size. On the one
hand, this avoids problems around very small details, that
would require a high level of detail in the computational
domain. This would lead to an increase of the computational
effort a lot and a decrease the numerical stability, without

Figure 4. Computational geometry based on the Karlsruhe 3D City Model.

Figure 5. Schematic description of computational domain and boundary
conditions for wind flow model.

necessarily yielding large gains in accuracy. On the other
hand, the actual discrepancy between a given model and its
approximation is easily controllable by the size of voxels,
offering the choice between accuracy and computing time
in advance.

Another challenge for enabling widespread use of numer-
ical simulations in urban environments is the scarcity of
highly accurate city models. This condition can be weakened
to the availability of high resolution models in the main
areas of interest, since widely available low accuracy models
are sufficient for the necessary peripheral simulation in
the surrounding area. In spite of the varying detail of the
models, the very accurate geographic alignment offers the
opportunity for an automated data source selection and pre-
processing workflow.

D. Wind Flow Simulation

In both scenarios, we want to compute the flow of the
wind around isolated buildings in the city. For this, we
employ a simulation that solves a standard model based
on the instationary version of the incompressible Navier-
Stokes equations (see, e.g., [27]) in a sufficiently large
computational domain Ω surrounding the area of interest.
We apply suitable artificial boundary conditions for the
assumed wind flow conditions, thereby neglecting the impact
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of surrounding buildings outside the domain. Since air can
be considered incompressible for speeds much lower than
the speed of sound, these equations provide an accurate
description of the behavior of the air flow.

The model is formulated as an initial boundary value
problem for a set of partial differential equations, which
describe the time evolution of the velocity ~u (~x, t) and the
pressure p (~x, t), both of which are functions of position
~x ∈ Ω and time t in an interval [0, T ). The problem is stated
in (1), where the first equation is derived from the principle
of conservation of momentum, and the second from that
of conservation of mass. The derivation of these equations
make use of the fact that air can be considered to be a
Newtonian fluid.

∂t~u+ (~u · ∇) ~u = − 1

ρF
∇p+ ν∆~u, in Ω× (0, T ) ,

∇ · ~u = 0, in Ω× (0, T ) ,

~u = ~uin, in Γin × (0, T ) ,

(−Ip+ ν∇~u) · ~n = 0, in Γout × (0, T ) ,

~u = 0, in Γ× (0, T ) ,

~u (~x, 0) = ~u0 (~x) , in Ω .
(1)

Here, the parameters ρF and ν correspond to the density
and kinematic viscosity of air, which are both assumed to
be constant. Since we solve the equations on a truncated
domain, the solution has to be prescribed on the boundary.
Figure 5 shows a schematic overview of the boundary condi-
tions. At the walls of buildings as well as on the ground, the
velocity is set to zero, which corresponds to so-called no-slip
boundary conditions. This part of the boundary is denoted
Γ in (1). On one side of the domain, Γin, we prescribe a
fixed velocity ~uin. Since this velocity is not known exactly
for a given situation, we need to make an assumption about
it. A common model for the general behavior of the lowest
layer of the atmosphere (also called the Prandtl layer) is to
assume that the speed grows logarithmically with the height
z above ground [28], [29]. This corresponds to the following
expression:

~uin(z) = −U
κ

(
ln

(
z

z0

))
~nin, (2)

where U is an estimated average wind speed, κ ≈ 0.4 is the
von-Kármán constant, and z0 is a measure of the roughness,
and corresponds to the height above the ground where the
velocity becomes zero. The vector ~nin is the outward unit
normal on Γin. In the lack of wind profile measurements, also
a simplified model with a linear profile can be considered:

~uin(z) = −U
(
z

z1

)
~nin, (3)

where U in an estimated average wind speed at height z1.
In the simulations, the second approach was adopted, and

Table I
VALUES OF THE PARAMETERS USED IN THE WIND FLOW SIMULATIONS.

Parameter Assumed value
Kinematic viscosity ν 0.001 m2/s

Density ρF 1.2041 kg/m3

Max. inflow speed U 10 m/s
Height z1 150 m

the parameters were chosen to be arbitrary, but reasonable
values, which are shown in Table I. In future work, one could
imagine to base the boundary values on current solutions of
the lowest layers in weather forecasting models, such as the
global model GME [30] or the regional model COSMO [31].

Here, we have chosen the approach of using fixed values
of the velocity on the sides (Dirichlet boundary conditions),
for example to set the known wind profile [32]. This offers
the chance of using an exterior flow condition on the top
plane [33], which can be used to significantly reduce the re-
quired size of the computational domain. Another approach
for choosing suitable conditions would be to consider a
city with regularly aligned blocks and using a lid driven
simulation with cyclic boundary conditions on the sides with
sufficient height, as in [34].

On the remaining part of the boundary, denoted by Γout,
a relation between pressure and velocity is imposed, which
corresponds to an outflow. This so-called do-nothing condi-
tion appears naturally in the weak formulation that is used
for the finite element discretization, and is easy to work
with since it does not require any special treatment in the
discretization.

The kinematic viscosity ν in (1) describes roughly the
thickness of the fluid. It plays an important role via the
Reynolds number, a dimensionless quantity that character-
izes the behavior of the flow with respect to turbulence. It
is defined as Re = ν−1|~u|L, where L is the characteristic
length scale of the problem. When Re is large, the flow
has a turbulent character, which requires highly sophisticated
methods for its solution. With realistic values of ν ≈ 10−5

m2/s for the type of geometries and flow speeds that we are
considering, Re would certainly lie in this regime. Investi-
gations such as those described in [20] and [21] show that
this type of turbulence computation is within the possibility
of present simulation technology. However, to avoid the
additional expense of performing such computations for this
scenario, we have chosen to use a larger value of ν. The
value for this and the other parameters that were used in the
simulations are listed in Table I.

We discretize this mathematical model using a finite ele-
ment method based on a standard weak formulation of (1).
We follow the discretization approach used in [35], with
Q2/Q1 finite elements, which yields second order accuracy
for the velocity field, and first order for the pressure. The
solution of the nonlinear system of equations uses the
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Newton method with a GMRES linear solver to compute the
corrections. The GMRES method uses preconditioning by
multilevel incomplete LU factorization through the ILU++
software package described in [36]. The implementation of
the simulation is based on the finite element library HiFlow3

[37].

E. Fine Dust Simulation

For the second scenario, we simulate the spread of fine
dust particles in the air. This type of computation has several
important applications, which include predicting the effect of
pollution (heavy metals, smog, smoke), as well as estimating
the transport of naturally occurring dust and pollen, both
of which can be useful for instance in city planning. At
low altitudes in urban areas, the occurrence of buildings
strongly limits the transport of particles, and the question of
deposition of particles becomes important. In the following,
we describe a mathematical model for particle transport,
which is derived from the work presented in [38].

We assume a set of non-interacting, spherical particles Pi,
i = 1, ..., N , with radii ri and masses mi. In the following,
a superscript i denotes that a quantity is related to particle
Pi. Its position ~xi(t) will evolve according to its velocity
~ui(t) via the ordinary differential equation (ODE):

d~xi

dt
(t) = ~ui(t). (4)

The velocity of a particle Pi is the sum of the velocity ~uF
of the air at xi, and a velocity ~uiP that arises due to the total
external force ~F i(t) acting on the particle:

~ui(t) = ~uF (~xi(t)) + ~uiP (t). (5)

Figure 6 shows the two contributions to the particle velocity
together with the forces that are accounted for in the model.
The air velocity field ~uF is obtained from a computation of
the wind flow, as described in III-D. In general, this wind
field varies in time, but for simplification, we have assumed
that it is stationary in our model. One can think of this as
an average over time of the possible wind fields; although
in the computations, we have simply used the instantaneous
solution at an arbitrary point in time.

The second part of the velocity ~uiP (t) is computed ac-
cording to Newton’s second law, which can be expressed as
follows:

mi d~u
i
P

dt
(t) = ~F i(t). (6)

The force acting on a particle is assumed to consist of
three effects:

~F i(t) = ~F igrav + ~F ipres + ~F idrag. (7)

Here, ~F igrav = −mig~ez is the gravitational force, with g ≈
9.81 m · s−2 the gravity of earth, and ~ez the upward vertical
direction vector. ~F ipres = − 4π

3 (ri)3∇pF is the force that the

~uF
~Fdrag

~Fgrav

~Fpres

~uP

Figure 6. Schematic image of forces acting on a particle in the fine dust
model.

air pressure pF exerts on the spherical particle. Finally, ~F idrag
corresponds to the friction force, which acts on the particle
as it moves in the fluid. It is given by

~F idrag = −0.5ci(Rei)ρFAi|~uiP |~uiP , (8)

where ci is the drag coefficient associated with, ρF the
density of the fluid, and Ai = π(ri)2 the cross-sectional
area of the particle perpendicular to the direction of motion.

The drag coefficient is determined in terms of the particle
Reynolds number, which is defined as Rei =

|~ui
P |r

i

νF
, where

nuF is the kinematic viscosity of the fluid. An empiric law
for the drag coefficient, which is known [39] to be valid for
low values of Rei is

ci =

{ 24
Rei , if 0.0 < ReP ≤ 1.0,

24
(Rei)0.646 , if 1.0 < ReP ≤ 400 .

(9)

For the computation of Rei, the kinematic viscosity and
density of the fluids were chosen as νF = 1.71 · 10−5m2/s
and ρF = 1.20 kg/m3, which corresponds to air at stan-
dard outside temperatures. We have further assumed for
simplicity that all the particles have the same radius ri =
1.9 · 10−5 m and mass mi = 1.15 · 10−10 kg: a more
sophisticated method would be to assign this at random from
a given distribution.

Altogether, the evolution of the particles is described by
the 2N ODE (4) and (6), supplemented by initial conditions
for ~xi and ~ui at t = 0. These conditions are typically chosen
at random based on a distribution that corresponds to the
specific situation at hand. For the velocity, another possible
choice is to first determine the initial positions, and then to
start the particles with the same velocity as the underlying
fluid: ~ui(0) = ~uiF (xi(0)).

Many different methods exist for solving systems of ODE.
In accordance with the wish to keep our procedure as simple
as possible, we have chosen to use quite basic methods.
The total time-interval [0, T ) is split into time steps of
size ∆t, and the solution is computed at the discrete times
tn = n∆t. For solving (4), the implicit Euler method is
applied, which yields the following iterative method, for
n = 0, 1, . . . , T/∆t.
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~xi(tn+1) = ~xi(tn) + ∆t
(
~uiP (tn+1) + ~uiF

(
~xi(tn+1)

))
.

(10)

To avoid having to solve a nonlinear problem in this case,
we assume that the fluid velocity varies slowly in space,
and make the approximation ~uiF

(
~xi(tn+1)

)
≈ ~uiF

(
~xi(tn)

)
,

which yields the modified iteration step:

~xi(tn+1) = ~xi(tn) + ∆t
(
~uiP (tn+1) + ~uiF

(
~xi(tn)

))
. (11)

This can be computed explicitly, once uiP (tn+1) has been
determined from the discretization of (6). Again, the implicit
Euler method is used, giving the basic iteration:

~uiP (tn+1) = ~uiP (tn) +
∆t

mi

(
~F idrag(~uiP (tn+1))+

~F ipres(~x
i(tn+1)) + ~F igrav

)
. (12)

Similarly to above, it is assumed that the gradient of the
fluid pressure varies slowly in space, so that the approxi-
mation ~Fpres(~x

i(tn+1)) ≈ ~Fpres(~x
i(tn)) can be made. The

gravitational force is constant in both time and space. To
treat the drag force in an accurate way, we keep the form
as it is, and use a fixed point iteration to solve the resulting
non-linear equation.

As was the case for the wind flow simulation, the model
that we have used here has been simplified to make the
computations easier, and to be able to arrive at a result
with a limited effort. In particular, a more complete model
would also take into account the effects of turbulence, and
the resulting random variations in the particle force.

F. Augmented Reality Visualization

The problem of combining virtual objects with an image
of reality is discussed in two steps. First of all, the general
composition of virtual data with a photographic image is
introduced, followed by approaches for the actual alignment
of the virtual world with reality in the next subsection.

The visualization method is based on the accurate align-
ment of the viewer’s position and the orientation of his
camera view with the three-dimensional city model and the
numerical simulation. In the setup considered here, only the
graphics representing the flow field are to be embedded in
the real-life image as seen in Figure 1, and therefore, the
virtual city model and the computational mesh should not
be visible. However, the simulation results that are covered
by buildings in the city model must also be removed from the
image. The approach we followed is to paint the background
and city models completely in black. Therefore, the occluded
simulation results are masked by the city model, which
itself remains invisible, leading to a masked visualization as
displayed in Figure 7. All black areas will then be treated as
being transparent. Such a color-key method can be improved

Figure 7. Masked numerical simulation visualization.

by rendering using an alpha-channel, but this generally
requires more adaptions in the visualization software, and
was not deemed necessary for these examples.

The masked visualization can then be composed onto the
camera view leading to the augmented numerical simulation
visualization in Figure 16, which was extended with the
computational domain for illustration. The resulting image is
very informative and gives insight into the simulation results.
Since the displayed part of the simulation coincides with the
viewer’s position, the data selection is most intuitive and
the full simulation can be explored by simply wandering
around in the computational domain. A corresponding AR
visualization for an isolated multi-component building in the
Physics scenario is shown in Figure 17.

G. Interaction and User Interface

The AR visualization needs accurate positioning and
orientation information. This is strongly linked to the user
interface, in which the position in space and the view orien-
tation defines the information the viewer wants to analyze.
We will discuss the use of sensors of hand-held devices as
a man-machine interface, its use for AR positioning and
orientation, and an extension for accurate positioning and
orientation using active markers.

The interaction and the user interface is crucial for usabil-
ity and comprehension. The proposed model is to present
the mobile device as a window to the AR and the results
of the numerical simulation. This leads to challenges as
outlined in [13] that can be addressed using sophisticated
mathematical methods such as filtering, simulation, and pa-
rameter identification. Only the increasing computing power
available in modern mobile devices such as smartphones and
tablets enable the use of such costly algorithms in real-time
the are necessary for responsive haptic user interfaces.

The camera view in space is defined by six parameters,
the three-dimensional position and the three viewing angles.
Therefore, at least six dimensions of sensor data are needed
to control the user interface. Besides GPS, mobile devices of
the latest generation contain spatial accelerometers as well as
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Figure 8. Mathematical methods enable intuitive user interfaces.

spatial magnetometers as a minimum. Taken together, they
provide the necessary six degrees of freedom in the sensor
data, enabling a new approach to an intuitive interface,
which can be improved by any other additional sensors such
as gyroscopes or camera based marker detection. Figure 8
illustrates that this step covers the real-time fusion of various
sensor readings to gain the position and orientation informa-
tion that is the basis for the AR visualization.

As evaluated in [40], the effective orientational accuracy
of current mobile devices is about two to three degrees
in heading, pitch and roll, and an absolute GPS position
is accurate to at most 10 m. A typical horizontal field of
view of a smartphone camera is 55 degrees, which means
that the orientational error results in about 5 % on-screen
distance error. The visual error induced by the positioning
error depends on the viewing distance to the building. For
50 m distance, the angular error can add up to 16 degrees,
for 100 m distance up to 8 degrees, yielding 15− 30 %
on-screen distance errors. Therefore, user interaction is nec-
essary to align the AR visualization with reality. Although
the positioning errors seem to be dominant, they are less
problematic once an alignment was successful, as relative
GPS measurements are far more accurate.

An alternative approach is to take advantage of markers
for augmented reality such as introduced by [41]. While
this approach is well suited for small objects, it does not
scale up to buildings. Therefore, it was proposed in [42] to
introduce active markers for AR visualizations of buildings
and simulations. Such markers are not only suited for
ground-based AR visualizations, but also for visualizations
from radio controlled multicopter aircrafts.

In Figure 9, we show the test setup from an unmanned
areal vehicle (UAV) and the accurate detection of the active
markers from the movie stream. This resulted in the AR
visualization of a building model in Figure 10.

Interaction with a numerical simulation consists not only
of moving around and changing the view; it is highly
desirable to also offer access to visualization parameters,
such as what quantities are displayed, the method used, and

Figure 9. Marker detection from UAV camera view.

Figure 10. Augmented reality building visualization.

potentially to enable changing some simulation parameters.
From the view of the user interface, the touchscreen inter-
faces of modern mobile devices offer endless possibilities
for manipulation of visualization and simulation parameters.
Another crucial issue is the interactivity that is offered to the
user: the presented visualization needs to be updated fre-
quently, but is limited by the available network bandwidth.

H. Client-Server Framework

In general, large scale numerical simulations and scientific
visualization are resource-intensive, and require dedicated
high-performance hardware. Although mobile devices are
becoming increasingly powerful, there is still a large gap
in performance between these devices and the clusters of
thousands of servers that are typically used in scientific
computing.

In order to enable interactive AR visualizations on mo-
bile devices, we propose a client-server approach where
the display and data selection is performed with a user
interface on a mobile device, but the actual simulation
results and visualization remains on a high-performance
server infrastructure. As illustrated in Figure 11, the clients
are connected to the visualization service on the servers
by wireless or cellular networks, which are limited by the
available bandwidth. In a direct image transport, a refresh
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Figure 11. Interaction model.
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Figure 12. Schematic overview of the client-server framework.

rate of several frames per second is feasible on UMTS
networks. But the interactivity is bound to latencies ranging
from 100 ms to several seconds.

In computer gaming, there are similar requirements for
interactivity as in scientific visualization. In [43], a platform
is introduced which aims at providing 3D games even
on handheld devices. They either transmit the OpenGL or
DirectX commands directly to the client, or use a low-
latency version of the H.264 encoder to transmit the vi-
sual information to the client. While the system aims at
WLAN networks, the concept seems applicable to Long
Term Evolution (LTE) mobile networks, that can provide
peak bandwidths exceeding 100 Mbps in the downlink
direction [44].

In AR applications, orientation and position changes are
most common, and theoretically, the optimal approach would
in this case be to transmit the full 3D model to the mobile
client, to enable realtime interaction. But for large datasets,
the mobile devices generally cannot meet the memory de-
mands and GPU performance needed.

Therefore, the approach that we have adopted in the
European Project MobileViz is to compute visually indis-
tinguishable but reduced 3D models, which enable high
refresh rates and low interaction latencies even when they
are rendered on a mobile device. The reduced models consist
of a set of impostors in the form of simple images, which
are generated on the server for the current viewpoint, and
then transmitted to the client, where they can be rendered
at low cost. The details of this method are described in [45]
and [46].

Figure 12 shows schematically how this type of rendering
is embedded in our client-server framework. The server

component of this framework is split into two parts. The pre-
rendering service accepts incoming requests for visualiza-
tions of particular datasets, and generates the corresponding
impostor images, possibly by using hardware dedicated to
scientific visualization. The cloud server provides a web ser-
vice, which accepts multiple concurrent incoming requests,
and determines which impostors should be generated to
fulfill these requests. The requests are then forwarded to
the pre-rendering service. In order to keep the load on the
pre-rendering server small, the cloud service caches already
computed results, and determines the optimal parameters for
the impostor rendering. To reduce the amount of computa-
tion, it can choose to return a slightly different view than
what was requested, in order to make use of already existing
data.

In order to give the user of the mobile device the pos-
sibility to interact with the visualization, and by extension
also the numerical simulation, the cloud server will also
interact with those components, to forward user requests
to them via a specialized interface. Whereas a prototype
implementation of the impostor-based rendering is already
in place, the development of the aspects dealing with the
interactivity is still on-going.

The architecture presented here can be understood in
the context of Mobile Cloud Computing, where part of an
application running on a mobile device is offloaded to a
server infrastructure. This model of computing is undergoing
rapid growth and offers several advantages, as described in
for instance [47] and [48]. In the current work, we have
partitioned the application statically between the mobile
client and the cloud server. The interaction with the reduced
visualization in the form of the impostors takes place on the
client, and the actual compute-intensive rendering, on the
server.

An alternative approach would be to employ a dynamic
partitioning of the execution between server and client
as suggested in [47], [48]. The decision of what part is
executed where would then be determined by the capacity
of the device and the quality of the network connection. A
limitation to this approach is that the amount of data being
visualized is often very large, and might therefore have to
be kept on the cloud server.

IV. RESULTS

In this section, we discuss the results of our tests with the
presented methods.

A. Virtual Geometry

Based on 3D city models, our voxelization method is able
to derive a computational domains for simulation in a robust
way. We joined several data sets of various levels of detail
to achieve the most accurate data basis, which was then
mapped into voxels of given size. By this, the method can
adapt the resulting model to the demanded accuracy, and at
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the same time filters out small artefacts or errors that would
otherwise influence the simulation. The results are presented
for two building complexes in Figures 4 and 5.

If a 3D city model is available, the presented method is
automated, and delivers computational domains in a robust
way. This could be improved by using a more general
representation model than a voxel-based approach, but the
aspects of robustness, resulting level of detail, and additional
computational costs would need to be weighed against the
potential benefits. A straight-forward compromise with small
additional computational costs in this step, could be to use
a hierarchy of voxels, such that the level of detail remains
fixed, but larger areas can be covered by larger voxels, as
long the numerical method and simulation software permits
such selectively coarsened representations of the compu-
tational domain. This type of approach could significantly
speed up the simulation.

Naturally, the method based on data from a GIS urban
model will require additional consideration, as important
aspects for simulation were not taken into account in the
generation of the models. An example is given by thin glass
panes, where both sides face the outside. This needed special
treatment to prevent an air passage through this flat object
where in reality, the air is blocked. Also additional infor-
mation about the surface materials should be extracted from
databases, to provide hints for which mathematical model
should be employed on very smooth surfaces compared to
rough planes.

Already in its simple form, however, our method was ca-
pable of providing usable computing domains for simulation,
while leaving the world coordinate reference system intact,
for later virtual reality visualization.

B. Wind Flow Simulation

We used our implementation of the simplified wind flow
model described in Section III-D to generate data for the
Kronenplatz and Physics scenarios. The same setup was used
to treat both the case of the single isolated building in the
former scenario, and the group of buildings in the latter.
Visualizations with streamlines created using Paraview [49]
are shown for the two scenarios in Figures 13 and 14.

For both scenarios, the results obtained are plausible,
given the simplifying assumptions made for the model.
The way the velocity fields are affected by the presence
of buildings is qualitatively correct, which is sufficient to
illustrate the functioning and utility of the AR visualization
method.

In order to be appropriate for a real use case, the sim-
ulation would of course have to deliver data that reflects
reality in a more accurate way. The corresponding model
would have to use values of the material parameters deduced
from measurements, and be modified to deal with the
turbulence effects that would arise. Furthermore, the data
for the boundary conditions would have to be chosen in

Figure 13. Visualization of computed wind flow field for the Kronenplatz
scenario.

Figure 14. Visualization of computed wind flow field for the Physics
buildings.

a meaningful way. This could be done in several ways:
through user input, local measurements, or, as mentioned
in Section III-D, interpolation of meteorological data that is
available at larger scales.

Naturally, so long as one can only obtain sparse and
imprecise information about the current state of the wind, the
accuracy of the simulation results will be limited. Therefore,
it is important to be clear about the suitability of the
simulation results in the context of specific use cases. We
would expect that this type of simulation, together with
the AR visualization method that we propose, find use for
instance when assessing decisions in urban planning, or
when evaluating risks associated with airborne pollution.
In these cases, one can base the computations on sets of
measurements taken over a long time, or averages thereof.
Of course, the simulation cannot be expected to exceed the
accuracy of the data describing the meteorological situation
and the computational domain. Communicating the restric-
tions in accuracy to the user of the visualization remains an
important open problem.

C. Particle Simulation

For the second scenario with the Physics building, we
also implemented a numerical simulation for the spread of
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Figure 15. Visualization of fine dust particles distributed around the
Physics buildings.

fine dust based on the mathematical model described in
Section III-E. This simulation used the computed velocity
field of the wind described in the previous section. We con-
sidered a setup with particles originating from a hypothetical
chimney high up in the air, as well as along a hypothetical
street passing by parallel to the buildings. The result of
the simulation is shown in Figure 15, which displays the
positions of the particles throughout the simulated time
interval, in order to capture the entire simulation in one
picture.

As was the case for the wind simulation, the results are
of sufficient quality to illustrate the potential of particle
simulations in conjunction with AR visualization, but cannot
be considered an accurate representation of how particles
would really behave in the atmosphere. The errors in the
simulation are due both to the inaccuracies in the model for
the wind flow and the simplifications that were made in the
particle model. Additionally, the initial particle distribution
is synthetically generated in this case, whereas a realistically
relevant simulation would require measurements of this data.

We consider this type of simulation coupled with AR
visualization to be applicable to for instance urban planning,
evaluations the impact of pollution on the environment, and
disaster planning.

D. AR Visualization of Wind Field and Particles

We combined the simulation data from the wind flow and
particle computations for the Physics scenario into one im-
age using the masking technique described in Section III-F.
Figure 18 shows one such image, where the underlying
photo was taken using a standard camera. This example
illustrates how numerical results from several computations
can be combined into one image, providing several pieces of
information at once. The viewer gets an idea both about how
the wind flows around the building, and how small particles
might behave in this flow.

This image was created manually by aligning the com-
putational geometry with the corresponding objects in the

Figure 16. Enhanced Augmented Reality visualization of air flow.

Figure 17. Augmented Reality visualization of air flow around isolated
building from the Physics scenario.

photo. The alignment is critical for the visualization, and
not an easy task due to potential inaccuracies of the position
and orientation information in the computational geometry,
as well as additional camera parameters, such as field of
view or distortions.

On a mobile device on-site, this information is available,
at least approximately, and one can hope to obtain a rea-

Figure 18. Augmented Reality visualization of velocity field and dis-
tributed fine dust particles around the Physics buildings, created using the
masking technique.
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sonably good fit between the simulated data and the camera
image. Where high accuracy is required, one can compensate
for errors in the position and orientation using a marker-
based approach, as it was presented before.

The feasibility of such a solution was presented in Fig-
ures 9 and 10 for use with UAVs, which hints to a very
promising application field of the presented visualization
method in combination with flying cameras. This way, the
simulation can be analyzed using the AR visualization also
from above.

V. CONCLUSION

In this paper, we have presented a novel visualization
method for large-scale scientific computing, illustrated by
the examples of simulating urban air flow and fine dust
distribution. The use of mobile devices opens the path to
intuitive access to, and interaction with, numerical simula-
tions that are highly comprehensible due the embedding in
to the real-life camera view as AR visualizations. This is
an answer to how sophisticated simulations can be made
usable for non-scientists, as it is replacing the artificial and
complex virtual representation of reality with a direct view
of reality itself. However, this is not a complete solution,
since the actual representation of simulation results needs to
be understood correctly. This AR presentation aids greatly
through the direct correspondence with reality, but there are
other areas that require further investigation to find suitable
imaging methods. For instance all numerical simulations are
approximations with associated errors, both introduced by
the computation itself, and by the limited accuracy of the
measurements. Such uncertainties should be made obvious
also to an uninformed viewer. Suitable visualization concepts
for this is an open area of research.

An advantage of the method is the simplicity of selecting
the data of interest and view orientation by just walking
through the immersive simulation in reality and pointing
the mobile device. Of course, this is limiting us to views
from places, that the viewer can walk to. The general
availability of UAV, combined with their ease of operation,
is overcoming this issue to some extent.

We depend on the availability of a 3D city model of suf-
ficient accuracy, in order to derive a computational domain
in a robust way. All additional information that is included
in the model, such as surface properties, can aid to improve
the simulation quality. The introduction and adoption of a
general standard such as the CityGML standard is of great
help, but also offers the chance to integrate simulations into
GIS databases. The work presented here, could improve the
way in which such information is evaluated through AR
visualizations.

The technical problem of exact alignment of real-world
images with the virtual objects cannot yet be solved solely
based on sensor measurements of mobile devices, but active

markers can help solving this issue. This is a topic of on-
going research and development.

Another technical problem is to derive accurate informa-
tion on the current conditions around the computing domain,
such as the current weather conditions. Such information
is available in databases from weather forecast agencies,
but the resolution provided is on the order of kilometers,
compared to the level of detail suitable for this visualization
method that can go down the order of meters. We can
expect the availability of higher resolution weather models in
future, but suitable mathematical modeling for interpolation
of surrounding weather conditions is a topic current research.

The proposed remote visualization method detailed in [45]
and [46] is perfectly suited for displaying large stationary
numerical simulations on mobile devices using the presented
AR visualization method, due to its support for AR ap-
plications and its economic resource usage. By exploiting
the increasing graphical performance of mobile devices, the
scarce network bandwidth is utilized very efficiently. It is
desirable to extend this method to instationary simulations
as well, but the increased amount of data to be transmitted
is limited by the traditionally small bandwidth available to
mobile devices. There are promising approaches for periodic
cases, but until there are new concepts for remote visu-
alizations, increased bandwidth through new transmission
standards look promising to solve this issue.

The development of the client-server framework for re-
mote visualization enables the access to, and interaction
with, large scientific datasets on mobile devices. Although
still not completed, the design and prototype implementation
of this framework is an important step towards realizing the
goal of providing distributed visualization and simulation
services over the Internet.

The presented AR visualization method is very general in
its scope in the sense that it is usable for many application
areas. It is expected to facilitate the use of numerical
simulations by scientists as well as citizens and decision-
makers. Furthermore, we are convinced that it can increase
the impact and improve the communication of scientific
results in interdisciplinary collaborations and to the general
public.
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