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Abstract—Hardware platforms, like FPGAs and ASICs, turned
out to be a viable alternative to GPUs for the implementation
of deep learning algorithms, especially in applications with
strict power and performance constraints. In terms of flexibility,
FPGAs are more beneficial, while ASICs can provide a better
energy efficiency and higher performance. Deep Learning is a
subgroup of machine learning algorithms that has a major impact
on modern technology. Among these algorithms, Convolutional
Neural Networks (CNN) and Recurrent Neural Networks (RNN)
have been of great interest due to their accuracy in comparison
to other methods. In this article, we conducted an analysis of the
hardware implementation of these two popular network types.
Different types of neural networks offer different opportunities
to create an optimized hardware implementation due to their
specific characteristics. Therefore, we split the analysis into two
parts, discussing CNN and RNN implementations separately. Our
contribution is an inside view on several hardware approaches
and a comparison of their architectural characteristics. We aim
to propose hints for their implementations.

Keywords— FPGA; Recurrent; Convolutional; Neural Network;
ASIC.

I. PREAMBLE

This article targets to collect solutions for hardware im-
plementation of special types of Neural Networks (NNs)
presented in [1]. The scope of this is, therefore, the discussion
of hardware implementations of convolutional and recurrent
neural networks. However, experience has shown that a short
recapitulation of basics is beneficial. That is the reason why,
this section is dedicated as a short review on the principles of
NN.

NNs are a collection of connected units called neurons,
which are typically organized in layers. In a NN each
neuron is equipped with a linear and / or non-linear
activationfunction, mapping the weighted inputs to the
output. The layers can be connect in many different ways. For
instance if they are connected in a sequential manner from
the input to the output of the network, we are talking about a
feedforward NN. The variation of the structure of neurons and
their connections allow a wide field of NN types. The internal
layers, i.e., not the one receiving the input or generating the
output, are called hidden layers. If the network has several
hidden layers, then it is said to be a Deep Neural Network.
Both, Convolutional Neural Networks (CNNs) and Recurrent

Neural Networks (RNNs) are implementations of these Deep
Learning Networks (DLN).

II. INTRODUCTION

Over the last 30 years Deep Learning (DL) has become
consistently more powerful providing accurate prediction or
recognition. The breakthrough in the academic area was
achieved in 2012 at the ImageNet Large Scale Visual Recog-
nition Challenge [2] when a convolutional neural network
(CNN), a specific type of Deep Neural Network (DNN), firstly
won this challenge. After this breakthrough, the popularity and
sets of application, not only of CNNs but of DL in general,
has grown dramatically. In contrast to traditional machine
learning principles the data representation models are trained
without the need of handcrafted feature engineering. Within
the structure and learning process of DNNs, features are
extracted from the input data by itself rather than by humans.
This is a mandatory advantage designing machine learned
classifications or regressions for highly complex applications
like detecting objects, for instance animals or everyday objects,
from input images.

The resulting DNNs are capable of representing functions of
high complexity with the help of connected simple, mostly hi-
erarchical, components [3]. The supported complexity depends
on the amount of layers and neurons or units inside each layer.
Due to this structure, NNs can be trained to extract features
at different levels of representations.

Two varieties of DNN have especially shown great potential
to real life applications, CNNs and RNNs. CNNs are typically
used for imagery classification [4], [5]. RNNs are suitable
for time-variant problems such as speech recognition [6],
due to their recursive structure. While the idea and structure
of NNs are not new, their recent success is based on new
training methods, namely backpropagation and pretraining.
The increasing amount of collected data in combination with
the processing power of modern compute platforms enables
the exploitation of massive parallelism. Parallelism of data
processing is a key principle regarding the training and also the
inference phase, when only the feedforward path is active. The
data flow driven architecture of DNNs allow coarse and fine
grained parallelism. Additionally, distributed learning, batch
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processing and mini-batch processing increase the model’s
parallelism possibilities for accelerating the training of DNNs.

Nowadays Graphics Processing Units (GPUs) or clusters
of GPUs are usually used to accelerate the training. Thus,
highly complex models can be trained with a huge amount
of data within days instead of weeks. GPUs are originally de-
signed to accelerate data-flow driven graphic applications with
massively parallel multi-core architectures. This architecture is
also beneficial accelerating DL. Furthermore, improvements
in the software infrastructure have lowered the effort of GPU
implementations of DL algorithms. Frameworks like Caffe [7],
Theano [8] or Tensorflow [9], in combination with efficient
libraries like cuDNN[10] or cuBLAS [11] are designed to
simplify the DNN implementation and enable a more efficient
usage of GPUs.

However, GPUs have a high power consumption, compared
to other processing units. Due to this disadvantage they are
not suitable for an integration in most embedded devices,
with strong power limitations. While service oriented appli-
cations, communicating via Internet and executing DNNs in
the cloud, dont suffer due to that fact, applications with high
safety criteria like autonomous driving need to have onboard
processing of the inference phase of this DNNs to classify or
predict. While GPU implementations have good framework-
support and provide great performance capabilities, hardware
acceleration implementations on Field Programmable Gate
Arrays (FPGAs) or Application Specific Integrated Circuits
(ASICs) represent an interesting and promising research area.
However, currently such implementations are rarely used in
industry.

In this paper we extend our previous work presented in
[1] focusing on hardware implementations, their analysis
and comparison. We further elaborate current trends in deep
learning and how these trends could affect the popularity
of hardware platforms like FPGAs. The rest of this paper
is organized as follows. Section II-A describes the general
structure and the improvements of popular and state-of-the-art
CNNs. The same is done in Section II-B for RNNs. In Section
III, we explain how the current trends could affect the choice
of future platforms accelerating DNNs. The major part of this
paper focuses on the analysis and comparison of hardware
implementations of CNNs in Section IV and RNNs in Section
V. The paper ends with a short conclusion in Section VI.

A. Convolutional Neural Networks

CNNs are a type of DNN for processing data that has a
grid-like topology [3], [12]. CNNs are widely adopted for
practical applications, especially in image processing tasks
like object recognition or tracking. The input data of such
tasks can be interpreted as a 2D grid of input pixels. The
processing of these input pixels is depicted in Figure 1. One
major advantage of CNNs is the absence of the need to flatten
the input to a single dimension, avoiding information loss
like positional relationships. CNNs usually consists of the
following components: convolution layer, evaluation of a non-

linear activation function, subsampling layer, fully-connected
layer and classification or regression layer.

The convolution component extracts features from the input
image with a set of adaptive filters called kernels. The con-
volution computation is done through a dot-product between
the elements of the kernel and the input section of same
size across the entire input frame and channels. Figure 2
shows a detailed demonstration of the computations applying
a 2x2x2 convolution and max pooling on a 3x3x2 input
image. Firstly, a multi-dimensional dot product is computed
through the convolution layer consisting of 2 kernels. Each
of these kernels possess dimension of 2x2x2. The depth of
the input data, which can be defined as channels of an input
image like Red-Green-Blue(RGB), has to be equal with the
depth of the kernels. The resulting dimension of the output
of the convolution layer is dependent on the dimension of
the kernel and the used stride and padding behavior. Stride
controls how the kernel convolves around the input data in
a shifting manner. Padding is used to avoid a fast decrease
of the output data adding data around the border of the input
image. Thus, the height and width of the input image can
be remained. The convolution layer in Figure 2 has a stride
of one without padding. Therefore, the resulting output owns
a dimension of 2x2x2, which can be described as a double-
channel image or an output with two feature maps with a size
of 2x2. Another possible method is to share one kernel for
all channels to create decomposed images. The output of the
dot-product is forwarded to an non-linear activation function,
typically sigmoid(), ReLU() or tanh(), which increases the
nonlinear properties of the CNN. In practice, the rectified
linear unit (ReLU), defined as f(x) = max(0, x), is the most
popular activation function used for CNNs due to its sparse
activation, efficient computation and benefits regarding back
propagation reducing the effect of vanishing gradients. Then,
the pooling component, also called subsampling, reduces the
spatial dimension of each feature map and keeps relative
positional informations. The main purpose of this layer is
generalization to avoid overfitting, by reducing the amount
of parameters and keeping relative relationships. The most
popular type of subsampling is max pooling as applied in
Figure 2. In traditional CNNs like ImageNet [13], these
three stages alternate several times. At the next stage of the
feedforward path one or more Fully-Connected (FC) layers
are applied. Typically, all neurons within these layers have
full connections to the previous layer, while CNN layers are
characterized through local connections and parameter sharing.
However, both layers still compute dot products and therefore
it is possible to replace fully-connected with convolution layer.
At the last stage of a CNN a classification or regression
layer is used to extract the desired information and build the
quadratic cost function to train the network with the help of
logistic or linear regression. The training of CNNs is done
via a gradient-based backpropagation algorithm. Since the
breakthrough in 2012, many researchers and companies mod-
ified the architecture and training methodologies for CNNs
improving generalization and precision. The developers of
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Fig. 1: Common processing flow of a convolutional neural network [3].
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Fig. 2: Demonstration of the computations by applying a 2x2x2 convolution with max pooling on a 3x3x2 input image

VGGNet [14] (2014) proved that keeping CNNs simple and
deep is a useful method in order to improve their performance
to a certain degree. Karen Simonyan and Andrew Zisserman
archieved the lowest error rate with 16 layer CNN using
3x3 kernels with a stride of one and 2x2 max pooling with
a stride of two in every layer [14]. Another approach to
improve the precision of CNNs was presented by Szegredy
et al. [15] in the same year with a similar error rate compared
to VGG-16, but with a model size which consists of only 6
million instead of 140 million parameters. The introduction
of inception modules leads to the evolution of GoogleNet.
The basic idea of GoogleNet is to break with the traditional
sequential order of layers. The inception module proposed in
[15] consists of a 3x3 max pooling, a 3x3 convolution and

a 5x5 convolution executed in parallel. The output of these
components are concatenated in the depth dimension. In order
to reduce dimensions to 1x1 convolutions to each component
are applied. Furthermore, instead of FC layers, average pooling
layers are used. Thus, the amount of parameters, mainly arised
from the FC layers, has been significantly decreased. As a
result the decreasing size of the model and the increasing data
parallelization possibility is beneficial for accelerating training
and inference phase. However, the current state of the art CNN
for object classification, detection and localization is ResNet
[16]. These CNN introduced by He et al. 2015 is by far the
biggest network of the mainly used ones with a total size of
152 layer and 60 million parameters. Due to the huge size of
the network even applying ReLU activation units the vanishing
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gradient problem is exacerbated. Therefore, the basic idea of
ResNet is to sequentially apply shortcuts over convolutional
layer. The output of the convolution is then added to the
original input. Thus, a slightly different representation of the
input data is created. The resulting residual mapping simplifies
the backpropagation optimization and allow models to be even
deeper.

B. Recurrent Neural Networks

Recurrent neural networks (RNNs) can be utilized for
recognition, production or prediction problems [17]. Unlike
conventional NNs, they can include temporal information
in the processing, as they can handle information relation
between sequential data for sequences of arbitrary length.
RNNs extend the concept of conventional acyclic feedforward
NNs by maintaining a hidden state. This ability is enabled
by cycles inside the network, and it is a key feature for
tasks such as speech and handwriting recognition [18]. The
cycles inside the network are connections from the output of
a layer looping back, either to itself, or to a previous layer. The
feedback connection enables the network to represent previous
information as activation [19]. Thereby, the activation of the
hidden state depends on previous activations [20]. In [21],
Schmidhuber describes RNNs as more powerful general com-
puters in comparison to acyclic feedforward NN. According to
Schmidhuber, RNNs can learn from arbitrary data inputs, as
well as create such data as output. Even a mixture of sequential
and parallel data can be processed. Similar to other DNNs,
RNNs can benefit from a massive parallelism in processing,
as offered by todays computing platforms. In comparison to
Markov chains, which can also handle dependencies in time
between sequential input data, the state space of RNNs is
growing slower for growing context windows. In a Markov
model the growth of state space is exponential, for RNNs, it
is quadratic at most [22].

One of the first approaches for NN to include temporal
information, is the work of Hopfield [23]. He describes an
early NN that allows temporal dependencies of the neurons
state and an encoding of temporal information of data. One
of the first approaches in the direction of todays RNNs was
done by Jain et al. They developed a partially RNN to learn
character strings [24]. According to [24] the architecture of
RNN can be anything between a fully interconnected network
and a partially interconnected network. In fully interconnected
networks, every neuron is connected to every other neuron, as
well as to itself via feedback connections. This structure is
depicted in Figure 3. However, in contrast to Figure 3, for
a fully interconnected RNN, there are no distinct input and
output layers.

In the 90s, there have been difficulties to train RNNs
for applications whose data includes dependencies over long
temporal intervals. The results from Bengio et al. in [25],
indicated that it is more likely for the learning process to
take into account dependencies with short temporal character,
rather than those with long-term dependencies. In [17], Bengio
et al. discuss this issue for a better understanding of the

Fig. 3: General architecture of RNNs with optional input and
output layer.

problem. They suggest alternative optimization algorithms to
gradient-descent, which showed encouraging results. Within
their paper, they reveal the vanishing gradient problem and
the exploding gradient problem. Pascanu et al. investigated
this problem further and proposed a regularization term that
hinders the error signal to vanish [26].

The first contribution to a network to overcome the issue
of learning long-term dependencies, was made by Hochreiter
and Schmidhuber in 1997 [19]. They proposed a new recurrent
network architecture, together with a gradient-based learning
algorithm, called long short-term memory networks (LSTM).
These networks can be categorized as a sub-group of RNNs.
The network architecture contains an input layer, a hidden
layer, and an output layer. The hidden layer contains so called
memory cells and is fully connected. A LSTM cell architecture
is depicted in Figure 4.

Another notable approach was presented by Schuster and
Paliwal [27]. They proposed bidirectional recurrent neural
networks (BRNNs). BRNNs are designed to overcome the
issue of choosing the right time for the output delay to include
future input data. Therefore, Schuster and Paliwal proposed to
split the neuron state to cover positive time direction and the
negative time direction. This means that the network structures
includes positive and negative delays. Their results show a
significant improvement for the classification of phonemes
from the TIMIT speech database over other types of RNNs
and multi-layer perceptron networks.

More recently, Cho et al. proposed a new type of hidden
units, called gated recurrent unit (GRU) [28]. The approach
was motivated by the LSTM approach, but instead of three or
four gating units in LSTM, depending on the implementation,
it uses only two gating units. In [20], Chung et al. show that
GRUs can gain advantage over LSTM-based RNNs.
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Fig. 4: LSTM architecture with four gated units. The S denotes
the Sigmoid function [18].

III. HARDWARE ACCELERATION ON GPU AND FPGA

The advantage in energy efficiency of FPGAs in comparison
to other computing platforms is well known [29], [30], [31].
However, in the area of DNNs, GPUs are a more prominent
platform for implementations in comparison to FPGAs. This
dominance is, among other aspects, based on a higher comput-
ing performance and more efficient programmability in e.g.,
CUDA programming language. The advantage in performance
is based on the heavy use of floating-point operations of cur-
rent DNN implementations. In [32], Nurvitadhi et al. compare
the implementation of RNNs on FPGAs, CPUs, GPUs and
ASICS. Without the usage of batch processing, the FPGA im-
plementation performs better than its counterpart on CPUs and
GPUs. This is due to its customizable hardware architecture.
With the usage of batch processing, the implementation on
CPUs and GPUs achieve a better performance, however, their
utilization is not as optimal, leading to a worse efficiency.

In [33], the authors present their follow-up work. They
analyzed the capabilities of upcoming FPGA technology, and
the latest developments of DNN, to identify benefits of FPGA-
based implementations. For their evaluation, they compared
implementations on Intels Arria 10 and Stratix 10 FPGAs to
implementations on Nvidias Titan X Pascal GPU. According
to the authors, the latest developments in the field of DNNs
are reported to be an increase in efficiency, compact data
types, and network sparsity. Architectures with more efficient
data paths are necessary, as the size of current DNNs is
growing, due to a coherence in inference accuracy. Moreover,
the data processing can be optimized by exploiting zero
values in the network weights and biases, called sparsity. It
is necessary to take advantage of zero values by avoiding
their computation [33]. Recent publications [33] have shown a
significant improvement in representing the data inside DNNs
with less bits, while still maintaining a high accuracy.

Modern GPUs are often based on a single-instruction
multiple-thread (SIMT) compute model, meaning that mul-
tiple threads are processed in parallel, executing the same

instructions on different data. This is the case for the compute
model of OpenCL, where a single program counter is used
for a group of threads, called wavefront [34]. Thus, thread-
level divergence is an issue, as only one execution path can
be followed at a time. Therefore, a homogeneous processing is
beneficial for GPU implementations. Moreover, GPUs usually
support a fixed set of native data types. Thus, compact
data types with only a few or single bits are less likely
beneficial for GPU implementations and can even become a
performance disadvantage. Modern FPGAs on the other hand
offer an increasing amount of on-chip memory. For instance,
Intels Stratix 10 offers up to 28 MB [35], and Xilinx Virtex
UltraScale+ offers more than 45 MB [36]. Moreover, their
maximum frequency is increasing due to improvements in the
production process, as well as new features, such as Intels
HyperFlex. In addition, the number of hardwired DSPs cores,
equipped with native floating-point support, is increasing.
Furthermore, the achievable bandwidth is increasing too, for
instance the usage of high-bandwidth memory (HBM) in
future FPGA generations.

Based on these properties of GPUs and FPGAs, as well
as the trends of current DNN development, the authors of
[33] foresee a possible performance benefit for DNN imple-
mentations on FPGAs, in addition to the performance/Watt
advantage.

Nurvitadhi et al. results indicate that for single-precision
floating-point implementations of DNNs, FPGAs still fall
behind the performance of GPUs. However, as stated earlier,
the results show an advantage for FPGAs when looking at
performance/Watt. To evaluate sparsity, the Nurvitadhi et al.
evaluated AlexNet with matrices with 85 % sparsity. This
means that only 15 % of the elements are non-zero. Due
to the shortcomings of GPUs thread-divergence, FPGAs can
offer a benefit. In fact, the results show that the Stratix 10
FPGA outperforms the Titan X GPU in matrix multiplication
for DNNs with pruning for implementations with a clock
frequency of 500 MHz and more. The evaluation of an extreme
case of compact data types, binary neural networks with data
types of 1bit width, reveal the disadvantage of a fixed set
of natively supported data types. The results of Nurvitadhi
et al. show that the Stratix 10 FPGA outperforms the Titan
X GPU in matrix multiplication for binarized DNNs for all
implementations. This is even the case for the implementation
on the lower-cost Arria 10.

Another DNN type with compact data types are ternary
DNNs, which use a ternary representation of the network
weights, e.g., +1, 0, -1. For their evaluation, Nurvitadhi et al.
analyzed Ternary ResNet. Their implementation takes advan-
tage not only of compact data types but also sparsity in layers.
On average, they report 51 % sparsity of the weights, and
60 % sparsity of the neurons. In their experiments, the FPGA
implementation, running at 450 MHz, was able to beat the
implementation on the Titan X GPU in terms of performance,
as well as performance/Watt.

As indicated by the results of Nurvitadhi et al., in addition
to the advantage in performance/Watt, there is a good chance
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for next-generation FPGA technology to beat GPUs for DNN
implementations.

Therefore, within this paper we will analyze implementation
details of the two prominent kinds of DNNs, namely CNNs
and RNNs, and discuss their properties and benefits.

IV. ANALYSIS OF CNN IMPLEMENTATION

As mentioned in Section II-A, CNNs are data flow oriented
and offer great possibilities to design hardware accelerators
and even coprocessors exploiting fine and coarse grained par-
allelism. Filtered Connections (FC) and convolution layers can
be seen as big matrix multiplications. Within the convolution
layer of the example shown in Figure 2, 64 Multiplications
and Accumulate Computations (MACs) can be executed in
parallel. The amount of operations without data dependencies
which are able to be executed in parallel increases, due to
the kernel and input data size. However, several challenges
arise designing an efficient hardware accelerator for CNNs.
Obviously, modern CNNs with a huge amount of layers like
ResNet are not suitable to implement it as a whole. Therefore,
methods and architectures have to been found facing a trade-
off between resource utilization and performance. Further-
more, the biggest challenge focuses on the memory allocation
and access, which is the main bottleneck in every architecture.

While image processing cores have already been extensively
studied and widely used on FPGAs, to the best of our
knowledge Sankaradas et al. firstly designed and implemented
a coprocessor able to execute and accelerate the inference
phase of an entire CNN [37]. The authors of [37] bypass
the bottleneck of memory access and allocation with the
help of off-chip memory with a large bandwith. The off-chip
memory, including 4 banks of DDR2 SDRAM of 256MB, is
connected to a Xilinx Virtex-5 FPGA via PCI. The basic unit
of this architecture is a handcrafted 2D convolver using Single
Instruction Multiple Data (SIMD) processing elements called
Vector Processing Elements (VPEs). These VPEs consist of
fixed amount of chained digital signal processing processor
(DPS) units optimized for an efficient execution of MAC
operations and a First In First Out (FIFO) buffer as can be seen
in Figure 5. Furthermore, these VPEs are organized in clusters
whereby the output of each VPE tile is added to the previous
one with the help of an additional DSP unit. The advantage
of dynamic reconfiguration is not used due to the fact that the
FPGA is used as a prototyping platform. Thus, the size of the
clusters and amount of DSP units inside each VPE is fixed.
Although the VPEs are programmable to skip convolutions, the
size of the baseline kernel has to be previously determined.
Thus, bigger kernels are not suitable for executing convolution
on this architecture. The clusters also include subsampling and
non-linear activation function primitives performed by look-
up tables. The input data is streamed in a sequential manner
and no intermediate data is stored on the on-chip memory. To
further increase the communication performance, Sankaradas
et al reduce the data precision from floating point to fixed
point operations of 20 bits. Later studies [38] proved that
reducing the data precision in a certain region does not impact

the accuracy loss significantly. Sankaradas et al. achieved with
the first coprocessor, capable to accelerate a complete CNN
on hardware, a performance of 3, 37GMAC per second with
a total power consumption of 11W . This baseline coprocessor
is a very well designed architecture. However, this architecture
still does not use the parallelization possibilities properly
and seems to be very inefficient applied to a CNN with
varying kernel and sampling sizes. On the other side, this
static architecture is perfectly suitable applied to simple and
homogenous CNNs like VGG.

In contrast to the architecture described in [37] the authors
of [39] abandon the option of using external memory and
a persistent connection to a local host computer in their
hardware accelerator design focusing on mobile embedded ap-
plications. Jin et al. use a Xilinx Zynq-7000 device including a
dual ARM Cortex-A9 core and an Artix-7 FPGA to implement
their architecture consisting of 2 main components, namely
a memory router and a collection network. A collection is
defined as a group of operator blocks performing arithmetic
operations like convolution. Within a single pass through
the collection, an output of a 1-to-1 convolution plane is
applied. Each collection can be executed in parallel with an
interval of 1, which means that every clock cycle, an output
datum is produced. To control the data flow between each
operator, each collection owns a router. This router is also
able to bypass an incoming data stream from neighbored
collections. The operators inside each collection are arranged
in a sequential manner similar to the VPE described above.
The other major component of this architecture is the memory
router, which consist of 3 AXI Direct Memory Access (DMA)
IP cores. These DMAs, performing the memory access via
AXI4-bus coupled with AXI4 Stream, acting as a gateway
to the collection. Furthermore, the memory router is able
to distribute incoming streams to not occupied collections.
Unfortunately, Jin et al. did not describe properly how the
streams are built or how the exact operator blocks are designed
in order to synchronize kernels and input data. The authors
mention that the peak performance of 40Gops/s consuming
less than 4W significantly decreases, applying deep CNNs
producing deep feature maps according to the huge amount of
intermediate data. However, the smart routing technique and
reduced number of global connections is a promising method
to execute inference phase of CNNs keeping intermediate data
in a pipelined stream.

Although the above described architectures are carefully
designed and programmable in a certain degree, they are very
static and inflexible to introduce changes, which leads to inef-
ficiency implementing different types of CNNs. Redesigning
the hardware to improve different stages of different CNNs
produces high engineering effort. Therefore, newer approaches
and design flows implementing custom CNNs on hardware try
to overcome this issue with the help of High Level Synthesis
(HLS). HLS is an automated design process producing hard-
ware description at the Register-Transfer-Level (RTL) from a
higher level of abstraction, namely the algorithm-level. Thus,
Verilog or VHDL code can be automatically generated from
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C/C++, SystemC or OpenCL code. Typically, the architectural
design of the resulting hardware architecture can be influenced
with a set of constraints and directives. This method ensures
a fast design space exploration and an easy customization of
the hardware to accelerate DNNs. The authors of [40] use
Vivado HLS from Xilinx to implement a five-layer CNN on a
FPGA including 2 convolutions with 5x5 kernels and 2 average
pooling layer. Instead of data streaming combined with smart
routing or external memory, Zhou et al. use mainly the on-
chip memory of a Virtex7 to store parameters, intermediate
and input data. After noticing that the onboard Block RAM
(BRAM) has only two ports preventing convolution to be
executed in parallel sufficiently, Zhou et al. switch to a
sea of registers through a line buffer chain. In combination
unrolling the most inner loop of the convolution they were
able to execute 25 11bit-MAC operations in parallel. The
hardware accelerator is driven with a clock frequency of 150
MHz. Therefore, this design has a theoretical maximum peak
performance of 3.75GMACs. However, this paper shows the
advantage of HLS designing custom CNN accelerators due to
the easy handling and the hardware generation speedup with
state-of-the-art HLS tools.

The authors of [41] use the properties of HLS to effec-
tively perform a Design Space Exploration optimizing FPGA
hardware accelerators for CNNs. This research is based on
the roofline performance model described in [42] relating
the system performance to off-chip memory traffic and the
peak performance. The goal of the design space exploration
is to achieve a certain computation to communication ratio
in order to reach the computational roof of the attainable
performance. Due to that goal the authors of [41] first started
to optimize the computation of the convolution by generating a
series of valid CNN implementations. Thus, specific directives
provided by Vivado HLS, namely unrolling and pipelining,
are used to generate a series of valid hardware accelerators
of CNNs with an equivalent functionality with the help of
loop scheduling and loop tile size enumeration. More precisely
Zhang et al. investigated in the impact of tile size selections
in order to find the computational roof of a convolution with
the given loop scheduling. To reduce the amount of memory
access, local memory promotion is proposed for keeping the
intermediate data on-chip as long as possible. In order to
increase the reusability of intermediate data, a polyhedral-
based optimization framework is used, identifying all legal
loop transformations. As a result Zhang et al. performed
a Design Space Exploration of a convolution layer with
multiple input channels and feature maps to compute a set
of Pareto points. Thus, a hardware implementation can be
chosen achieving the best performance in combination with a
suitable communication to computation ratio. The synthesized
IP-core is coupled to two ping-pong buffers for each input
and output AXI4 bus. The off-chip data transfer is managed
by two data transfer engines to perform DMA access. In
order to gain the needed bandwidth, the amount of AXI4 bus
interfaces has been adjusted. However, the multi-layer CNN
accelerator suffers due to a chosen global unroll factor. This

fact leads to inefficient hardware utilization in heterogeneous
CNNs especially by performing the feedforward path of FC
layers. The 5 layer CNN hardware accelerator is implemented
on a Xilinx Virtex 7 device achieving 61.62GFLOP/s. The
hardware is working with 100MHz consuming 18.61W .
Instead of fixed point Zhang et al. only use floating point
operations in their design.

To further increase the performance of FPGA based accel-
erators of CNNs, Li et al. investigated the opportunities to
customize every type of layer due to their specific characteris-
tics. Therefore, the authors of [43] try to optimize the memory
access method and the level of parallelism depending on the
layer type and their properties. While the system architecture
and the parallelism space exploration is very similar to the
architecture presented in [41], the major difference is the
fact that Li et al. treat convolution and FC layers differently
in terms of optimizing the level of parallelism and off-chip
memory access. The FC layers are handled as big matrix mul-
tiplications and divided into small scale matrix multiplications.
Furthermore, computing the optimal data parallelism Li et al.
took the limitation of the hardware resources, namely DSP
and BRAM units, directly into account. Due to the fact that
FC layers are very memory-bounded and less computation-
bounded caused by their dense interconnections, a batch-based
processing method for FC layers has been proposed. The basic
idea of this approach is to continuously run the FC feedforward
path without waiting for data. Therefore, Li et al. compute a
batch size matching the computing pattern for the FC layers
in order to increase the operations executed in parallel without
increasing the needed bandwidth. Hence, the 8-layer AlexNet
hardware implementation on a Virtex 7 device is working
concurrently in a pipeline structure achieving 565.94GOP/s
with an energy consumption of 30.2W .

While Li et al. used floating point operations, the authors
of [44] used a data quantification strategy reducing the bit-
width down to 8-bit without increasing the accuracy loss
significantly. The data quantification strategy aims to search
for radix point positions for each layer for a given bit-width
while the CNN is still trained with floating point operations
on a GPU. By producing a histogram of the logarithmic values
of the feature maps, initial radix point positions are set. Then,
a greedy strategy is used to optimize the positions layer by
layer. After the best accuracy is achieved with a set of radix
point positions, the CNN was fine-tuned converting back to
floating point format. However, Guo et al. used a 24 bit-width
to store intermediate data avoiding an increasing accuracy loss.
Another major benefit of the architecture described in [44]
is the fact, that this design is reconfigurable during runtime.
The architecture supports kernel sizes of 1x1, 3x3 and 5x5.
To configure the accelerator Guo et al. extend their previous
work [45] with flexible set of instructions. Furthermore, a
compiler is provided for mapping the network descriptor to
the instructions. This compiler performs a set of optimizations
to achieve a good computation communication ratio with the
use of all available hardware resources. The coprocessor was
tested with different CNNs such as GoogleNet, VGG-16 or
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SquezzeNet achieving 137GOP/s on a Xilinx Zynq-7020
device with a power consumption of 3.5W .

As a novel idea for improving the performance of the
system, [46] presents the Global Summation, designed to
minimize resource consumption on the latest layers in favor
of the overall performance. In contrast, [47] presents several
techniques to improve the control method of the process,
among several improvements, for instance, it is important
to mention the input reuse and the concatenation of data.
The Input reuse, consists on extending the information to
convolution modules even though if the amount of available
ports is smaller than that of free convolution modules. Those
convolution modules that have access to the port can share the
information to those who are idle. The concatenation of data
profits of the Q8.8 format. The Q8.8 format uses 16 bits in a
32 bitstream, so that 2 different data words can be transmitted
in a unique stream.

Another approach is proposed in [48]. Yuan et al. design a
coarse-grain array to accelerate the arithmetic operations. The
basic unit of the hardware accelerator is the Neural Element
(NE) including 9 multiplication and 1 adding operation units.
This basic unit is optimized to convolve 3x3 kernels. Figure
6 shows the coarse grain array formed by 16 NEs, which
are arranged to form a Configuration Neural Block (CNB).
To reconfigure this array two configurable routing units are
used, namely Filter conncetions (FCs) and Input Connections
(ICs). As their name suggest, these switching ressources are
responsible to route kernel weights and input data to their
desired location. Furthermore, 5 adding operation units are
placed adding the output of multiple different NEs. In this
way other kernel sizes can be supported from 1x1 to 12x12.
Additionally, the overall architecture owns 2 CNBs to further
increase the parallelism. Like the authors of [45] Yuan et al.
provide a compiler taking trade-offs due to the computation
to communication ratio and on-chip resources into account
to optimize the routing. However, this architecture does not
fully utilize the on-chip resources applied to other kernel sizes
than 3x3 like 5x5 due to its coarse grained nature. Although
the non-used processing elements can be turned off during
execution and the smart arrangement and routing are producing
a low degree of overhead, the circuit of the coarse grain
array cannot be reconfigured as this architecture is designed
as an ASIC implementation under a TSMC 65nm CMOS
process. The ASIC is clocked by 100MHz and achieve a peak
performance of 57, 6GOP/s with a power consumption of
107mW .

ASIC-based approaches offer great performance and low
power capabilities; however, they lack flexibility and have
a larger design flow process. The approaches based on this
platform are highly customized for an application. Under this
category, [49] introduced Eyeriss, accelerator for deep CNNs
that aims for energy efficiency. The accelerator consists on
an SRAM buffer that stores input image data, filter weights
and partial sums to allow fast reuse of loaded data. This data
is streamed to a spatial array of 14x12 processing engines
(PE), which compute inner products between the image and

filter weights. Each PE consists on a pipeline of three stages
that computes the inner product of the input image and filter
weights of a single row of the filter. The PE also contains local
scratch pads that allow temporal reuse of the input image and
filter weights to save energy. There is also another scratch
pad in charge of storing partial sums generated for different
images, channels or filters, also with the aim of reusing data
and saving energy. To optimize data movement, the authors
also propose a set of input Network on Chips (NoC), for
filter, image and partial sum values, where a single buffer read
is used by multiple PEs. This approach was implemented in
a 65nm CMOS, achieving a frame rate 44.8fps and a core
frequency of 250MHz.

The work in [50] proposes an analog-digital hybrid archi-
tecture for CNNs targeting image recognition applications,
focusing on high performance at low power consumption.
The architecture consists on a pulse-width modulation circuit
to compute the most common operations of a CNN and a
digital memory to store intermediate results. Additionally, the
design makes use of a time-sharing technique to execute the
operations required by all the connections of the network
with the restricted number of processing circuits available in
the chip. This architecture was implemented with a 0.35µm
CMOS pieces. The paper reports an execution time of 5ms for
a network with 81 neurons and 1620 synapses, an operation
performance of 2GOPS and a power consumption of 20mW
for the PWM neuron circuits and 190mW for the digital
circuit block.

The work in [51] proposes Yodann, an ASIC architecture for
ultra-low power binary-weight CNN acceleration. In this work,
a binary-weight CNN is chosen for implementation because
limiting a CNN’s weights to only two values (+1/-1) avoids
the need of expensive operations such as multiplications,
which can be replaced by simpler complement operations and
multiplexers, thus reducing weight storage requirements. This
also has the advantage of reducing I/O operations. Moreover,
this approach implements also a latch-based standard cell
memory (SCM) architecture with clock-gating, which provide
better voltage scalability and energy efficiency than SRAMs,
at the cost of a higher area consumption. The architecture
was implemented using UMC 65nm standard cells using a
voltage range of 0.6V −1.2V . The article reports a maximum
frequency of 480MHz at 1.2V and 27.5MHz at 0.6V and
an area of 1.3 MGE (Million Gate Equivalent).

Recently, in February 2017, the company ST Microelec-
tronics published a System-on-Chip (SoC) design in FD-SOI
28nm accelerating CNNs on embedded devices. Desoli et al.
[52] achieved a theoretical peak performance of 676GOP/s
with a peak efficiency of 2.9TOPS/W (Tera Operations Per
Second/ Watt). The interesting components of this architecture
are the hardware convolutional accelerators supporting ker-
nel kompression and the on-chip reconfigurable data-transfer
fabric. The data-transfer is managed by 10 fully configurable
DMAs. Additionally, a configurable stream switch guides 53
input and 40 ouitput streams to their desired locations like one
the eight Convolution Accelerators (CAs). Hence, the CAs can
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be arbitrarily chained. Therefore, a configurable accelerator
framework is used in order to configure the SoC during
design-time. The CA is equipped with 4 stream interfaces,
namely feature stream input, kernel stream input, intermediate
data stream input and an output stream. The feature line
buffer can store up to 12 channels with up to 512 pixels and
provides 36 read ports fetching data in parallel. Moreover, up
to 484 kernels values can be stored inside the kernel buffer.
Convolution is done by 36x16x16bit overlapping and column-
based fixed-point MACs able to convolve 4 kernels in parallel
followed by an adder tree. This design is able to consistently
reuse available hardware ressources due to its fully scalable
configuration. It is worth to mention that Desoli et al. complete
the SoC with a set of extensions like pheripherals, high-speed
interfaces for imaging and a chip-to-chip multilink in order to
offer a basic platform for sophisticated image processing and
to connect several devices to a bigger accelerator.

In the same year, the Envision architecture was presented
by Moons et al. The authors of [53] focus on increasing
the energy efficiency of their CNN hardware accelerator
with the help of subword-parallel Dynamic-Voltage-Accuracy-
Frequency Scaling (DVAFS) enabling Envision to achieve
10TOPS/W in 28nm FDSOI. Therefore, Moons et al. extend
the principle of DVAS with reusing inactive arithmetic cells
at reduced precision. As a result, frequency and voltage of the
processor can be significantly decreased compared to DVAS.

Although ASIC implementations offer greater performance
capabilities in combination with a lower energy consumption
they lack in terms of flexibility. While homogenous networks
are great for ASIC implementations, executing heterogeneous
ones owning different kernel sizes and feature maps often
lead to an inefficient use of the hardware or parallelism
possiblities. Thus, the application of FPGAs can overcome
this problem. While the above described architectures aim
to be realized in future as hard wired coprocessors, the
utilization of the FPGA serves as a rapid prototyping platform.
The development of new variants of CNNs is rapid and is
improved due to their specific applications. Thus, the size
and structure of the network also can be adjusted to specific
applications. As mentioned earlier in this section, HLS is
a promising way to accelerate the design time of hardware
accelerators. Additionally, newer HLS tools like Vivado HLS
provide a methodology to perform design space exploration
with the help of tcl-scripts automatically. This offers great
possibilities to create frameworks automatically generating
bitstreams executable on reconfigurable devices. Solazzo et
al. propose a web-based framework in [54] interfacing directly
with Vivado HLS. Although HLS synthesis is not complicated,
the synthesis time can be huge. Hence, the main contribution
of [54] is to predict the resource utilization of a given network
configuration. Unfortunately, no optimization methodologies
are used. The C/C++ language was not designed taking par-
allelism into account, though. Hence, OpenCL is more native
way to describe parallelism. Xilinx also provide a HLS tool
called SDAccel focusing on the synthesis of OpenCL code.
DiCecco et al. use this tool in [55] to add FPGA support to

the Caffe deep learning framework. While OpenCL support in
Caffe is already given DiCecco et al. designed their OpenCL
implementations to be suitable to many architectures rather
than only GPUs. While optimizations are CNN specific and
can be easily performed by the SDAccel tool DiCecco et
al. focusing on the integration and synchronization of FPGA
accelerators in Caffe. Hence, Wang et al. describe in their
work [56] methods to improve CNN accelerators with the help
of SDAccel and OpenCL optimizing the pipelining structure
and level of parallelism. All the approaches described in this
section aim to maximize the performance of CNNs by explot-
ing the level of parallelism and bandwidth for computing the
feedforward path of CNNS. However, the resulting architec-
tures heavily depend on the available target hardware ressouces
and the desired application CNN. The less ressources are
available, the harder is the task of keeping intermediate data
on the on-chip memory avoiding bottlenecks. Furthermore,
the paralellism level is dependent on the amount of feature
maps, which have to be evaluated. The roofline-model and
the optimization exploration, which was described regarding
CNN in [41], is a good baseline for evaluating custom CNN
accelerators. In combination with data quantification tech-
niques, discussed in [44], sophisticated routing methods [39]
and embedding methodologies into common deep learning
frameworks [56], hardware implementations, esspecially on
FPGAs, of CNNs could become a promosing alternative to
GPU CNN acclerators not only applied on embedded devices.
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Fig. 5: A VPE array implementing the primitive 2D convolver
unit by Sankaradas et al. [37].

V. ANALYSIS OF RNN IMPLEMENTATIONS ON FPGAS

In general, similar to the optimizations regarding CNN
implementations, two possibilities exist to increase the overall
performance of RNNs regarding the inference phase on FP-
GAs. However, due to the recursive structure of RNNs and
the differences of the computations inside the neurons, the
optimization has to be handled differently. On the one hand
the computations, which must be done while passing the input
through the network can be optimized. This includes adjusting
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Fig. 6: Coarse grain array design to acclereate CNNs by Yuan
et al. [48].

the level of parallelism due to the hardware constraints, the
choice of hardware accelerator module and approximations
of computation, in case of an acceptable minimal loss of
precision. On the other hand, the data communication, which
includes weight parameters and inputs, between the FPGA
and an external memory, like DRAM, can be optimized to
improve the throughput. This is necessary because typically
the FPGA on-chip-memory, BRAM or distributed memory, is
too small to store all parameters of real-life RNNs. Thus, the
developer of FPGA accelerators for RNNs have to consider
both optimization paths. Moreover, to increase the overall
performance both optimization paths must collaborate to avoid
bottlenecks.

In [18], the authors focused on both optimization paths pre-
viously mentioned. Regarding the computation optimization,
the authors profiled a typical LSTM-RNN inference structure
and found out that the main bottleneck is caused by the compu-
tations, which mainly include floating point multiplication and
addition, inside each LSTM gate. To optimize these operations,
they split the computations in each gate into tiles, each of
them carry out a portion of the inference process. Then, the
execution among tiles is pipelined to optimize the throughput
while the inner loops within each tile are unrolled and executed
in parallel to improve the latency. The second most executed
block of operations are the activation functions. These were
replaced with a piecewise linear approximation of nonlinear
function (PLAN), which was originally introduced by Amin
et al. [57]. This approach consist of simple additions and
shifting operations, which can be more efficiently implemented
in hardware. This comes at a price of a small loss of accuracy,
which can be ignored.

LSTM Functional Logic

Sf Sf Sc Sc Si Si So So

Cell BufferCell Buffer

Output Group 0Output Group 0

Input Group 0Input Group 0

Output Group 1Output Group 1

Input Group 1Input Group 1

Fig. 7: Architecture of the accelerator for a LSTM-RNN
proposed in [18].

Regarding the optimization of communication requirements,
the authors tackle the issue of irregular data access, which is
caused by the transposition and tiling of the computation opti-
mization described previously. This irregularity in the memory
accesses causes a significant overhead on the communication
between the DRAM and the FPGA. To solve this issue, the
matrices used in the computations are modified offline in
such a way that they can be accessed sequentially during the
inference phase. Furthermore, 2 input buffers and 2 output
sets of buffers working in a ping-pong fashion were added to
further improve communication. Finally, a data dispatcher was
added to maximize the the use of the bandwidth between the
DRAM and the buffers.

To implement these optimization methods, they separated
the computation scheme into four LSTM gate modules: the
input, forget, cell and output. These models are shown in
Figure 7. These modules receive tiled input vectors from the
input buffers in parallel through a crossbar and carry out
the inference process. The multiplications within this process
are carried out in parallel within each LSTM gate module.
Then, the results are summed up using an addition tree. the
summed up results are delivered next to a LSTM Functional
Logic module, which executes the remaining operations, such
as element-wise multiplication, addition of gate vectors, acti-
vation, etc. Moreover, the current state of the LSTM cell is
stored in a module called Cell Buffer. Finally, the complete
results are sent to the output buffers through another crossbar.
The Accelerator is designed with Vivado HLS and the system
is implemented on a XILINX VC707 board with a Virtex7
FPGA chip. A DDR3 DRAM is used as external memory,
which holds the parameters of the LSTM-RNN, as well as the
inputs and outputs. A MicroBlaze processor is used to control
the accelerator and to measure execution time. An AXI4 and
an AXI4Lite are used for communication between the modules
and to transfer commands, respectively. The evaluation shows
that the system achieves a maximum performance of 7.26
GFLOP/s,

A different architecture is proposed by Chang et al. [58].
Like in the previously mentioned architecture, they focus on
optimizing the operations of the LSTM inference process
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and the communication. The architecture of their approach
is shown in Figure 8. This architecture has 3 LSTM gates,
each of which carry out either an hyperbolic tangent or a
logistic sigmoid function, and an element-wise multiplication
module. Another similarity with the previous approach is
the simplification of these functions, using piecewise linear
approximation. This means, the functions where segmented
into linear functions, i.e., y = ax + b, which are easier to
be implemented on hardware. The values of each of these
functions are stored offline in the Configuration Registers
module. Each of these linear functions where implemented
using a MAC operation and a comparator. In contrast to
the previous design, Chang et al. [58] used fixed point 16-
bit operations for MAC operations resulting in 32 bit values
for further operations. While fixed-point computations are
far more efficient for hardware implementations, a loss of
accuracy has to be considered, which was denoted as a
maximum of 7.1%. Furthermore, the gating computations are
separated into two sequential steps. The input and cell gate
computations are done in parallel as well as the output and
forget gate computations. As a result, the output of the LSTM
module is provided after 3 sequential steps. Thus, the coarse
grained parallelism is not fully exploited. For communication
optimization purposes, the authors of [58] use a combination
of memory mapping and streaming interface. Therefore, four
direct memory access (DMA) cores are used to access the
external DRAM and reshape the data to be forwarded through
8 AXI4-Stream modules, which activity depends on the current
routing, and are buffered with FIFOs. In comparison to the
communication architecture presented by Guan et al. [18], the
methodology is equal but the differences in implementation
details are mainly arise because of the different coarse grained
parallelism of the LSTM accelerator. The design is imple-
mented on a Zedboard with Zynq 7020 FPGA from Xilinx.
The architecture was tested with a character level language
model, which, given a character from a text as input, it predicts
the next character. The network consisted of 2 LSTM cells,
each of which including 128 hidden units, and running with
a frequency of 142MHz. The performance was outlined to
264.4 million operations per second.

Lee et al. [30] used two LSTM-RNNs to build a speech
recognition system. The general structure of the system is
shown in Figure 9. The system uses a LSTM-RNN for acoustic
modeling and another one for character-level modeling. The
acoustic modeling LSTM-RNN analyzes the input speech and
calculates the probability of occurrence of each character. The
character-level modeling LSTM-RNN calculates the probabil-
ity of the occurrence of each character given a previous one.
Similarly, another language model calculates the probabilities
at the word level. Finally, these results are combined using the
N-best search algorithm.

Figure 10 shows the hardware architecture that implements
this system. The architecture has a LSTM cell and an output
tile, which are used intermittently for the acoustic modeling
and for the character-level modeling operations, according to
a control signal. The output of the LSTM cell is stored in a
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Fig. 8: Block diagram of the accelerator for a LSTM-RNN
proposed in [58].

context memory, and is used in the next block of operations
and by the N-best search algorithm.

In contrast to [58] and [18], the authors of [30] use a
retrained based method to reduce the word-length of the
weights. As a result, they achieve a quantification to 6 bits
per weight. Due to this fact, for the desired speech recognition
application all weight parameters can be stored on the on-
chip-memory (BRAM) of the XC7Z045 FGPA device from
Xilinx without loss of precision differences of retraining and
hardware implemented inference computation. Without the
requirement to optimize the communication from an external
DRAM the focus of this work is the accelerator module opti-
mization. Although the proposed LSTM accelerator module is
separated into two different modules, the parallelism and task
granularity differs from those proposed in [18] and [58]. All
matrix-vector multiplications are computed inside one (PE)
array, which consist of 512 PEs. The remaining computations
including evaluating activation functions are done using an
additional block called Extra Processing Unit (EPU). The out-
puts of the PE array are buffered and forwarded to the LSTM
EPU. As mentioned above, the design benefits from a high
level of fine-grained parallelism. However, the architecture
is not comparable to the other design as no communication
bottleneck has to be handled and the authors focus on the
optimization of the whole speech recognition algorithm while
considering real-time constraints for the desired application.

Besides, Ferreira et al. [59] follow a modular extensible
architecture, they assume a similar reduction of communi-
cation complexity as assumed in [30]. A diagram of the
architecture is shown in Figure 11. In contrast to [30] the
word-length of the weights are 18 bits, which leads to a high
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Fig. 10: Hardware architecture for the speech recognition
system shown in Figure 8, as proposed in [30].

utilization of the DSP48E1 slices of the FPGA, and they are
stored in LUTRAM. On the one hand, this distributed memory
represents the fasted way of accessing the weights due to the
physical closeness to the accelerator and the unlimited simulta-
neous port access to each LUTRAM array. In contrast BRAM
supports a maximum of two port access. On the other hand,
this method consumes a high amount of resources especially
when the implemented network consists of many layers and
LSTM-tiles. The architecture does not explore full parallelism
in a coarse-grained manner. The matrix-vector multiplications
are done in parallel for all four gates. Instead of directly
implementing the activation functions tanh() and sigmoid(),
polynomial approximations where carried out, in order to find
equivalent polynomials within an acceptable error range. The
strategy Least Maximum Approximation was used to find the
optimal polynomial for each activation funtion. Due to the
negligible small amount of additional clock cycles needed
for elementwise multiplication and polynomial approximations
of tanh() and sigmoid(), each of these computations where
carried out in one single hardware module. The gate outputs
are forwarded to a multiplexer and further routed to the desired
hardware module. The design was implemented on a Xilinx
XC 7Z020SoC device with different amounts of neurons per
layer. The network size is not allowed to extend 31 neurons per
layer due to the limited number of DSP-slices on the device.
The frequency of the hardware accelerator was adjusted to the
maximum with respect to the layer size. Thus, the design is
capable achieving 4534.8 MOP/s, which is 17 times more than
the performance reached in [58].

Han et al. [60] proposed a hardware accelerator for a
speech recognition system based on LSTM-RNNs, which
involves a compression method that significantly decreases
the LSTM-RNN’s size while keeping an acceptable accuracy.
The compression method consists on pruning and quantization.
The pruning is carried out by removing the weights from
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Fig. 11: Hardware architecture LSTM-RNN as proposed by
Ferreira et al. [59].

the LSTM-RNN that do not contribute to the prediction
accuracy. Moreover, the linear quantization strategy was used
to generate weights represented by 12bit integers instead of
32 bit floating point values. Then, the compressed LSTM-
RNN is implemented in hardware. A general diagram of
the architecture is shown in Figure 12. Unlike the work
presented in [30], where all weight parameters can be stored
in on-chip memory due to a 6-bit quantization, the 12-bit
quantization of this work made it necessary to store this data
in external memory. Two 4GB DDR3 DRAMs where used
for this purpose. Similar to [18], input and output buffers
where used in a ping pong manner such that the communi-
cation and the computation are overlapped. Furthermore, this
approach differentiates from the ones previously described by
implementing modules, called channels, each of which can
process a voice vector independently. Each channel consists of
several Process Elements (PE), which carry out the inference
process of the LSTM-RNN. Besides the usual challenges
that implementing a LSTM-RNN on hardware implies, the
pruning method used in the compression process introduces
the problem of dealing with sparse matrices. To deal with
this issue, a PE called Activation Vector Queue (ActQueue)
is used to balance the workload among the rest of the PEs.
The ActQueue PE consists of several FIFOs, which store
elements from the input voice vector, and delivers the input
elements to the PEs across all the channels, such that fast
PEs are not blocked by slower ones. Furthermore, similarly to
the approaches already described, linear approximations where
used to implement the activation functions, and the matrix
multiplication operations where carried out in parallel within
a PE. The system was evaluated with a XILINX XCKU060
FPGA running at a frequency of 200MHz and compared
against a software approach. The experimental results showed
a throughput of 282GOP/s

Li et al. [61] addressed the problematic of developing a
proper model to approximate or evaluate the probabilities of
finding out the next word in a sentence. They affirm that RNN
is one of the best suited approaches to deal with this topic, on
behalf of statistical methods such as n-gram finding or decision
trees. They mentioned that, although RNN are more complex,
need higher computation capabilities and long training times,
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Fig. 12: Hardware accelerator for speech recognition system,
with multiple channels for multiple voice vectors [60].

the results are more reliable since they can consider previous
states and thus create a dependency model.

These computational shortcomings can be handled with
the use of hardware approaches and hence they develop a
model for FPGA acceleration. They delegate the starting and
initialization of the weights and the acceleration system to the
CPU of the host system. For the memory, they use an external
memory, with 16 Dual Inline Memory (DIM) Modules and
1024 banks. These characteristics are profitable since the bank
conflicts turn to be low. They also implement an Application
Engine Hub (AEH) to manage the instructions from the host.

The PE are associated in major sets the computational
Engines (CE). These CEs are separated into two classes with
the only difference in the activation function. The first class
is for the hidden layers, all PE in the hidden layers belong
to this first class. The second class is dedicated to the output
layer, and here the PEs are grouped in one of the many CE.
The authors affirm that these characteristics are suited for
expanding the number of PEs, depending on the requirements.

Previous approaches require the utilization of an on board-
Block RAM, which the authors of [61] try to avoid in their
approach. Therefore, they came up with the idea to utilize a
hardware supported multithreading architecture, generating a
thread for a defined matrix operation. The PEs are in charge of
processing dedicated operations of a major task, that is, each
task is separated in threads that are processed by the PEs.

As mentioned before, the CE is the manager of the memory

accesses and can fetch information as needed or in a burst
mode, in addition, this model has the advantage of data reuse
by storing results either on a weight register or in a bias
register. This is useful for the stage where the PEs are ready
to start with the activation function processing.

Using these hardware configuration, Li et al. [61] affirm
they obtain an improvement on the parallelism between layers
presented on a previous paper and also the computation
efficiency, in this matter, a fixed-point data conversion is used,
under the premise that NN handle and correct the imprecisions
of a truncation by themselves.

The authors also compared the performance with a multi-
core CPU and a GPU. The CPU had 12 cores at a frequency of
2.3GHz, while the GPU 512 cores at 772MHz. The frequency
for the FPGA was 150MHz. As expected, the GPU turned out
to be the one with the lesser execution time, while the CPU
the one that required more time. The energy analysis showed
another perspective, where the FPGA was the one consuming
less energy and the GPU turned second with a consumption
level as high as almost 7 times the FPGA.

Renteria-Cedano et al. [62] investigate on an special type
of NN: the Nonlinear Auto-Regressive Exogenous networks
(NARX), which they state that they have been shown to
converge much faster than other implementations of RNN.
They implement the NARX network over an FPGA using only
one hidden level, thus having a total of three layers, with the
goal of linearizing microwave power amplifiers.

The authors present the hardware implementation where the
PEs are able to carry out the operations necessary: multiply,
add, accumulate and activation function. The flow starts when
the information is provided to the PE, this process is according
to its internal parameters, the multiplication afterwards is done
in parallel. Finally, after the addition of the bias, the selected
activation function, the hyperbolic tangent on a Taylor series
implementation, takes place for those PE in the hidden layer.
It is also important to mention that the authors used floating
point for every operation and the general management of the
NN is done according to Mealy type finite state Machine.

Another variation of a RNN is the Hopfield Network.
Atencia et al. [63] recognize the benefits of implementing
this type of network on FPGAs, since, as they mention,
concurrency is an own characteristic of these networks and
at the same time, they have a reduced number of neurons,
which suits the capabilities of the state of the art for FPGAs
at the time they developed their research. In this approach, a
neuron consist of a RAM linked directly to a MAC, from this
point the data is feed forwarded to a substractor, a multiplier,
an accumulator and finally to the activation function before it
is outputted and processed by a multiplexer. The weights for
each neuron are calculated in an external software and stored
in the neurons memory, these weights are then supplied as
operands to a MAC together with a status value provided
from the multiplexer. The next step is a bias substraction,
its multiplication by the discretized value of the ordinary
differential equation characteristic of Hopfield networks and
the addition to a previous state value, finally the activation
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TABLE I: COMPARISON OF IMPLEMENTATION AP-
PROACHES

Approach Device Power Performance Type
[W]

Sankaradas et al.[37] Virtex-5 11 3.37 GMAC/s CNN
Jin et al.[39] Zynq-7000 4 40 GOP/s CNN
Zhou et al.[40] Virtex-7 n/a 3.75 GMAC/s CNN
Zhang et al.[41] Virtex-7 18.61 61.62 GFLOPS CNN
Li et al.[46] Virtex-7 30.2 565.94 GOP/s CNN
Guo et al.[44] Zynq 7020 3.5 n/a CNN
Guan et al.[18] VC707 20 7.26 GFLOP/s RNN
Chang et al.[58] Zynq 7020 2 0.264 GOP/s RNN
Ferreira et al.[59] Zynq 7020 2 4.538 GOP/s RNN
Han et al.[60] Kintex 41 282 GOP/s RNN

UltraScale 41 282 GOP/s RNN
Li et al.[61] Virtex-6 25 9. 6GOP/s RNN

function is enforced with a LUT representing the tanh()
function.

All the approaches described in this section aimed to maxi-
mize the performance of RNNs by parallelizing key operations
of the inference phase of the network. Although the matrix
operations carried out by RNNs are highly parallelizable with
custom hardware architectures, there are still issues, which
are still not solved entirely. The main issues we found were
the representation of the RNN’s parameters and the memory
bottleneck, which are interrelated. For instance, [30] avoided
the use of external memory by using 6 bit integers to represent
the LSTM-RNN’s parameters. While in that case the loss of
accuracy brought by this quantization was deemed acceptable,
this is highly dependent on the application and input data.
Furthermore, whenever external memory was used, a special
scheme had to be developed, such as ping-pong buffers, in
order to minimize the bottleneck.

VI. CONCLUSION

As outlined in the previous sections, there are many possi-
bilities to accelerate CNNs or RNNs with the help of hardware
modules. Each of these hardware implementations have a
significant speedup in comparison to a CPU implementation.
From our perspective, there are several reasons making a fair
comparison of all hardware architectures not possible. One
of the reasons for that is, that the size of the networks mostly
depends on the application as well as the real-time constraints.
The analysis in Section IV and Section V focuses on benefits
or deficits regarding the acceleration performance derived from
architectural similarities and differences rather than compar-
ing numbers. Table I summarizes the measurable dimensions
of the CNN and RNN implementations on different FPGA
architectures.

However, in our opinion, presenting only a comparison of
quality metrics such as performance or throughput would not
show a complete view of the advantages and drawbacks of
each approach. For instance, the performance of almost all
described hardware accelerators can be improved with simple
approaches, like increasing the number of processing elements
and bandwidth. Thus, an important influence factor of the
FPGA prototypical architectures is the underlying platform.

However, the FPGA technology and HLS support is improv-
ing rapidly. While the FPGA prototypical architectures and
ASIC designs aim to low energy consumption on embedded
devices reusing static processing blocks, future work should
exploit the hardware reconfiguration capabilities of FPGAs in
order to further increase flexibility needed regarding different
layer types and sizes. It is also worth to mention that the
combination of RNNs and CNNs, called RCNNs [64] (not
to be confused with R-CNNs, which is Region based CNNs
for object localization), is a promising approach improving
the accuracy of object and scene detection. For example, the
platform proposed in 2017 by Shin et al. [65] combines a
CNN and a RNN in a single configurable processor to harness
the advantages from both networks: the image recognition
capabilities from the CNNs and the ability to recognize
sequential dependencies between the data from the RNNs.
This combination, however, brings new challenges, since their
hardware requirements can be very different. For instance,
the convolutional layers of CNNs require a large number of
operations over a relatively small number of weights, while
LSTM cells require a smaller number of operations over a
much larger number of parameters.

Finally, in the industrial environment, is of relevance
to mention that Google’s Cloud Tensor Processing Unit
(TPU)[66] is a viable alternative for accelerating NN imple-
mentations to those presented in this article. These TPUs are
ASICs designed especially for machine learning applications,
and according to Google, have been used successfully on
different projects, e.g., Alpha Go or Street View.
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