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Abstract—In this paper, we present a novel system, inVideo,
for automatically indexing and searching videos based on the
keywords spoken in the videos and the content of the video
frames. Using the highly efficient video indexing engine we
developed, InVideo is able to analyze videos using machine
learning and pattern recognition without the need for initial
viewing by a human. The time-stamped commenting and tagging
features refine the accuracy of search results. The cloud-based
implementation makes it possible to conduct elastic search,
augmented search, and data analytics. Our research shows that
inVideo presents an efficient tool in processing and analyzing
videos and increasing interactions in video-based online learning
environment. Data from a cybersecurity program with more than
500 students show that applying inVideo to current video ma-
terial, interactions between student-student and student-faculty
increased significantly across 24 sections program-wide.

Index Terms—video processing; video index; big data; learning
analytics.

I. INTRODUCTION

Big data analytics are used to collect, curate, search, an-
alyze, and visualize large data sets that are generated from
sources such as texts (including blogs and chats), images,
videos, logs, and sensors [1]. Video data is a major format
of unstructured data, and should be an indispensable area of
big data analytics. However, most analytics tools are only
effective in analyzing structured data. Due to the nature of the
special file format, traditional search engines hardly penetrate
into videos, and therefore video indexing becomes a problem
[2]–[13].

Videos contain both audio and visual components, and
neither of these components is text based. To understand a
video, viewers must actually play it and use their eyes and
ears to analyze the sounds and visuals being presented to them.
Without watching a video, it is hard to glean information from
its content or even know whether there is information to be
found within. Existing search engines and data analytics tools
such as Google, SAS, SPSS, and Hadoop are effective only

in analyzing text and image data. Video data, however, are
difficult to index and therefore difficult to analyze.

In education, video presents a large opportunity for both
classroom and online education [14]. In addition, video is a
great teaching format because it can both be more enjoyable
and more memorable than other instruction formats [15].
Furthermore, video instruction allows for students to work at
their own pace, for teachers to be able to teach more students,
and for more reusable teaching materials to be available when
compared to an in-person lecture. MOOC creators realize the
many benefits of video, as evidenced by the prevalence of
video in MOOCs. Many MOOCs focus on video files for
the bulk of their instructional material so it is clear that the
MOOCs of the future must also focus on videos.

InVideo [16], developed under a US Department of Edu-
cation grant, is able to analyze video content (language and
video frames) prior to initial close researcher review of the
video. A highly efficient video indexing engine can analyze
both language and video frames based on natural language
and referent objects. Once a video is indexed, its content be-
comes searchable and statistical analysis as well as qualitative
analysis are possible. Commenting and tagging add a layer of
hyper-information and therefore increase the accuracy of the
transcript, which was automatically extracted from the video
by the inVideo tool. The indexing technology is especially
useful in mining video data in large video collections. inVideo
also has an automatic caption system that can transcribe the
words spoken in the video. Instructors can use the tool to
construct in-place video quizzes for assessments.

Learning is an integration of interaction. The interaction
might exist between learners and instructors or between learn-
ers and computers. While the traditional approach would be to
analyze grades at the end of the semester, this lacks the benefits
that come from interactions that occur during the course [17].
As an increasingly large number of educational resources
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move online, analyzing interactions between students and
online course material is becoming more important. Many
learning management systems (LMS) have built-in learning
analytics tools to look into the data [18]–[20]. Due to the
limitation of the data gathering and indexing, the built-in
tools are generally not sufficient in assessing study outcomes,
especially for video content.

II. RELATED WORK

Automatic video index and search have widely applications
in education, public security, and many other video-intensive
areas.

An airport traffic and security monitoring system constantly
index videos gathers from surveillance cameras and search
the suspect based on the graphical and textual information
provided by the authority [9].

A video content indexing and retrieval tool index digital
videos automatically on a 34 hours of TV news broadcast.
The sampled frames are then used in providing the basis for
various analysis [21].

Big data and learning analytics can become part of the
solutions integrated into administrative and instructional func-
tions of higher education [22]. Traditional face-to-face instruc-
tion supports traditional data-driven decision-making process.
Videos as a form of big data are more extensive and especially
time-sensitive learning analytics applications. It is important
that instructional transactions are collected as they occur.

Learning analytics can provide powerful tools for teachers
in order to support them in the iterative process of improving
the effectiveness of their course and to collaterally enhance
their students performance [23]. Dyckhoff developed a toolkit
to enable teachers to explore and correlate learning object
usage, user behavior, as well as assessment results based on
graphical indicators. This learning analytics system is able to
analyze data such as time spent, areas of interest, usage of
resources, participation rates and correlation with grades data
and visualize them using a dashboard. However, the system
is unable analyze the interactions between students and the
online learning systems on videos.

In order to analyze videos for various applications, we
have developed a video index engine to look at every word
spoken in the video and categorize it using our custom index
algorithm. In addition, a content-based pattern recognition
engine can search individual frame of the video to recognize
objects and individuals being displayed. The collaborative
commenting, tagging, and in-place quizzes make videos more
accessible and also increase the accuracy of the search engine
[7], [8], [10].

III. VIDEO INDEXING AND SEARCH ALGORITHM

Videos are a different data type than text and images, in
that they are unstructured data. Traditional search engines are
mostly text based, with a few tools that allow for searching
of images. In order to index a video, a search engine needs

Fig. 1. Analyzing Videos by Keywords

to extract meaningful language from the audio and convert it
to text, while simultaneously converting the visual frames into
a series of images that can be used to recognize persons and
objects in the video. This is an extremely difficult task, given
that videos are a compound format. Not only are the audio and
visual components integrated, but also within each of these
components there is a blend of information being presented in
a manner that cannot be distinguished as easily by a computer
as by a human brain. For example, the audio of the file may
contain speech, music, and background noises that a computer
will have a hard time recognizing and analyzing.

A. Automatic Indexing Algorithm

The video indexing engine uses the vector space model to
represent the document by a set of possible weighted content
terms. The weight of the term reflects its importance in relation
to the meaning of the document [24].

After calculating the normalized frequency of a term in the
document, the weight to measure the relative importance of
each concept or single term is obtained. The automatic index
algorithm then calculates the final position in n-dimensional
space. The result is to be used for generating search results or
visualization.

B. Searching Videos by Keywords

Video search involves two steps: analyzing by keywords and
analyzing by image references. When a keyword is entered,
the system looks through the indexed audio transcript to see
if there is a match. An image reference may refer to either a
picture or keywords that describe an object in the video using
an appropriate semantic space. Video clips whose language
contains the keywords will be retrieved. Figure 1 shows how
indexed videos can be searched using keywords in the spoken
language.

C. Searching Videos by References

Searching videos by references examines the frames of the
video to see if the given picture or keyword is found. If the
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Fig. 2. Analyzing Videos by Image References using the CBIR Algorithm

Fig. 3. Analyzing videos by Keyword References using a Knowledge Tree

reference is a picture, then the system uses a Content Based
Image Retrieval (CBIR) algorithm to find the match frames
and return the video clips that contain the reference picture.
Figure 2 shows the image-based CBIR algorithm that retrieves
the video frames corresponding to the reference picture (at the
bottom).

If the reference is a keyword (e.g. credit card) then the
system uses a knowledge tree to find matches in the video.
If one video frame contains an object matching the features
associated with the keyword, the section of the video is
returned. Figure 3 shows how a search for the keyword credit
card will retrieve the video frames that contain objects as credit
cards.

D. Searching Videos with Multiple Languages

Sometimes multiple languages may be found in videos.
Transcribe engines normally only work in one language or
in closely-related languages. For other languages, a different
transcribe engine may be required. InVideo addresses this
problem by allowing videos with different languages to be
searched from a single user interface. The inVideo system
does not translate between languages. It only transcribe based
on the language of original videos. For example, a Chinese
video will result in a transcript in Chinese. Figure 4 shows
the indexing engine properly analyzing the Chinese language.

Fig. 4. Analyzing Videos with Different Languages

When entering the word student in Chinese, the video search
engine will locate that term in the transcript and return the
corresponding frames. Currently, there are multiple languages
that can be analyzed by the inVideo system, with more to be
added.

E. Elastic Search and Content-aware Elastic Search

Elastic search makes the inVideo application capable of
searching video data across distributed environment with
HTTP protocol and schema-free JSON documents. Elastic
search makes it possible to expand the community by de-
ploying a pluggable cloud architecture, configurable automatic
discovery of cluster nodes, persistent connections, and load
balancing across all available nodes. Video collections under
ACE are no longer restricted to a particular video collection.
More importantly, there is no need to move other video
collections in a centralized site, which is merely feasible
anyway.

Indexed videos can be searched by keywords. When a
keyword is entered, the cloud system searches its generated
transcript of the audio files to find matches. Video clips whose
audio track contains the keywords are retrieved.

The enhanced elastic search partitions videos into individual
frames. Thus, users also have the ability to search a video by
examining the video frames to see if a given object is found.
The enhanced elastic search algorithm matches contents in the
frames and return the video clips that contain the reference
objects. This process allows us to combine images and words
to create hybrid metadata.

For instance, in mathematics education, there is interest
in studying the representations students make. The CBIR
algorithm allows us to search the videos for particular repre-
sentations a student would make, for example, images of rods,
blocks, tree diagrams. Students may construct these models
without talking about them, and thus an audio transcript would
miss it. By being able to search the frames of the video, a user
interested in tracing a students construction or explanation of a
representation can query the database. If a frame of the video
contains an object matching the particular representation, this
section of the video is returned.
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F. Machine Learning and Cloud-based Data Analytics

It should be noted that the goal of the software is not to
reproduce the word-for-word accuracy of a human-generated
transcript of video files. Rather, the goal is to determine the
extent to which voice-to-text analysis and image analysis are
able to retrieve desired sections of the video for enriched
human analysis. The critical task is for the system to identify
a sufficient amount of relevant hits that pertain to the search
reference terms or images. Search queries have advanced from
keywords to natural language. The inVideo uses artificial
intelligence and machine learning technologies to analyze
videos and use big data analytics tool to explore, index and
visualize videos. InVideo also has security features that secure
data and communication in the cloud and protect privacy [2]–
[6], [11], [12].

IV. COLLABORATIVE AND INTERACTIVE LEARNING

Automatically generated video transcripts may have accu-
racy problems. Besides, the vast numbers of videos in MOOCs
make them impossible to be retrieved correctly with just
one or a few simple keywords. To solve these problems,
we have implemented a collaborative filtering mechanism
including commenting, tagging, and in-place quizzes. These
features improve accuracy and increase interactions between
students and the online learning systems. With collaborative
filtering, learning resources retrieval on MOOC systems is
greatly improved, and better student achievement is therefore
expected.

A. Collaborative Filtering

Collaborative filtering is a process of improving accuracy of
the automatic indexing algorithm by leveraging user feedback.
This is popular on websites that have millions of users and
user-generated content. Users are able to create time-stamped
comments on videos. These comments can be hidden or
made public so that someone else who views the video can
see the comment at a specific time. These comments help
increase accuracy of the search tool and transcript and enhance
interactions in online learning.

Tagging on videos is another implementation in the inVideo
system. It is to attach keyword descriptions to identify video
frames as categories or topic. Videos with identical tags can
then be linked together allowing students to search for similar
or related content. Tags can be created using words, acronyms
or numbers. It is also called social bookmarking.

A search term usually yields many related results, which in
many cases are hard to differentiate. Commenting and tagging
add additional information, refine the knowledge and increase
the video search accuracy. At the time when information is
exponentially growing, these features are extremely helpful
for students to obtain the knowledge with the least amount of
time.

Fig. 5. Transform Linear Videos into Interactive Learning Objects

B. In-place Assessment with iQuiz

Internet computing has the advantage of employing pow-
erful CPUs on remote servers to provide applications across
the network. inVideo comes with an Internet Computing-
based video quiz system (iQuiz) to utilize the computational
power of remote servers to provide video quiz services to
users across the Internet. Currently, videos are mostly non-
interactive, therefore, there are no interactions between stu-
dents and the learning content. Students view videos either
online or download them to their personal devices. There is no
way for educators to know whether a student has understood
the content or even to know whether the student has viewed
the video or not.

iQuiz can be used to assess learning outcomes associated
with video study. Quizzes can be embedded into videos at
any place where an instructor wants to assess the outcome of
the students study. iQuiz runs as a service on servers. This
enables users to execute this resource-intensive application
with personal computers or iPads, which would not be possible
otherwise.

Instructors can enter into the authoring mode where they
can write quizzes by indicating the start and stop positions
on the video and adding questions. Video quizzes are stored
in XML format, and are automatically loaded while students
are watching the video in the learning mode. Answers to the
quizzes, either correct or incorrect, are also stored in the XML
database for immediate assessments. Assessment of adaptive
learning on videos provides better outcomes for students than
the traditional video content study with little or no feedback
[25].

C. Transform Linear Videos into Interactive Learning Objects

Video are linear in nature. It is hardly interactive nor does it
contain branches. Using the inVideo tool, classical videos can
be transformed into a series of video clips with assessments in
between and at the end. So the video-based learning material
becomes interactive. Figure 5 shows a test we conducted that
turned a 46-minute video into six selected 2-3 minute video
clips. The red segments on the stage bar are the samples. So
it is clear that not all videos content was used in the samples.
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V. EXPERIMENTAL RESULTS

To test the inVideo system, we selected the 20 most recent
videos from National Science Digital Library (NSDL) in
cybersecurity and used the inVideo tool to extract keywords
that appeared in the transcripts. From this set, we selected the
top two ranked keywords: Target (data breach) and encryption
(using encryption to secure data). We were confident that those
two keywords made good discussion topics that could increase
classroom interactions.

As a result, we added two discussion topics to the spring
2014 Masters of Science in Cybersecurity program (24 class
sections with each section has 25 student on average).

Videos lack interactions between learners and the online
learning environment. Even worse, videos above a certain
length will likely never be watched at all because students
cannot easily determine what content is within it or how to
locate that content. To address this issue, we used the inVideo
tool to index the content and break the large videos into a
series of small video clips. By doing so, we made it possible
for students to watch short video clips covering individual
key concepts directly, while retaining the ability to view the
whole video if necessary. This served to not only increase
student interest and engagement in the lesson, but also more
importantly, to improve their ability to comprehend and retain
information.

Student responses and interactions can be used as a proxy
for their degree of engagement with any particular part of the
course. As one example of how the inVideo indexing served
to increase this measure, consider Week 2 of the class. In
our assessment of past offerings (pre-inVideo) we discovered
that this part of the course is a quiet week, because the
individual assignment starting in the week will not be due until
Week 8. This meant that the interactions in the classrooms
dropped significantly from Week 1. Based on this assessment,
we decided to use the inVideo intervention in an attempt to
generate more interactions during Week 2 of the course.

Our initial observation of one class was very promising;
the total number of responses, defined as each posting after
viewing a video clip, for Week 2 reached sixty-eight, as
compared to only two for the same week in the previous
semester. This initial finding encouraged us to investigate the
results for all twenty-four sections program-wide. Figure 6
shows the number of responses for the 24 sections comparing
Fall 2013 to Spring 2014 during Week 2.

For the research we conducted, Week 2 student responses
across the 24 sections were almost seven times higher during
Spring 2014 (1,129 responses) than during Spring 2014 (164
responses).

For the cybersecurity online/hybrid class, we have five
graded discussions, one individual assignment, one team
assignment, and two lab assignments. Two more hands-on
exercises (labs) have been added since Spring 2014. Data from
the team projects, using the same intervention method, show
that student-student and student-faculty interactions were 6.5

Fig. 6. Number of Responses for 24 Sections - Week 2 Discussions

times greater for the courses with the inVideo intervention
(104 responses compared to 16 responses). We also measured
student performance against desired learning outcomes. The
average grades on both team projects and final grades was
higher in Spring 2014 than in Fall 2013. Here we see that the
index and data analytics tool inVideo, in combination with
just-in-time assessment and intervention, improved learning
outcomes.

Based on our finding, we are in the process of breaking up
every large learning module into several learning objects using
inVideo. The new competency-based learning objects will be
used to construct the knowledge cloud. These new learning
modules will consist of many competency-based learning
objects, and will be more interactive, rational, and accessible.

We will use inVideo to expand the scope of this research to
other activities in courses within the cybersecurity program.
This tool could also be useful to courses in other disciplines.
Using the inVideo tool, linear videos are transformed into
a series of interactive learning objects. This is vital in an
online learning environment where interactions and learning
outcomes are valued the most.

VI. CONCLUSION AND FUTURE WORK

This paper discussed a novel video index and analytics tool
to analyze video data. Video indexing engines analyze both
audio and visual components of a video, and the results of this
analysis provide novel opportunities for search. To improve
accuracy, we can either improve the transcribe engine, analyze
video frames better where there is no audio, or crowd-source
accuracy through collaborative filtering. For transcription ac-
curacy, one potential accuracy improvement can come from
using a self-learning artificial intelligence (AI) system that
could be taught to recognize certain accents or languages. The
process or requirements for instituting such a system and the
magnitude of the improvement in accuracy are to be studied
in the future.

At present, inVideo tool is only limited to analyze native
(non-streaming) videos. We will continue our research on
analyzing live videos and streaming videos and make inVideo
available to broader video collections and applications.

31Copyright (c) IARIA, 2017.     ISBN:  978-1-61208-559-3

SIGNAL 2017 : The Second International Conference on Advances in Signal, Image and Video Processing



ACKNOWLEDGEMENT

This research is funded in part by grants from US Na-
tional Science Foundation (NSF) [EAGER-1419055 and DGE-
1439570].

REFERENCES

[1] K. Bakshi, “Considerations for big data: Architecture and approach,”
2012, pp. 1–7.

[2] S. Wang, “Dual-data defense in depth improves scada security,” Signal,
pp. 42–44, 2016.

[3] S. Wang and W. Kelly, “Smart cities architecture and security in cy-
bersecurity education,” The Colloquium of Information Systems Security
Education (CISSE), 2017.

[4] P. Wang and W. Kelly, “A novel threat analysis and risk mitigation
approach to prevent cyber intrusions,” Colloquium for Information
System Security Education (CISSE), vol. 3, pp. 157–174, 2015.

[5] S. Wang, A. Ali, and W. Kelly, “Data security and threat modeling for
smart city infrastructure,” 2015, pp. 1–6.

[6] S. P. Wang and R. S. Ledley, Computer Architecture and Security.
Wiley, 2013.

[7] S. Wang, W. Kelly, and J. Zhang, “Using novel video indexing and data
analytics tool to enhance interactions in e-learning,” 2015, pp. 1919–
1927.

[8] S. Wang, A. Ali, J. Zhang, and W. Kelly, “invideo - a novel big
data analytics tool for video data analytics and its use in enhancing
interactions in cybersecurity online education,” vol. 60, 2014, pp. 321–
328.

[9] S. Wang and J. Zhang, “A video data search engine for cyber-physical
traffic and security monitoring systems,” 2014, pp. 225–226.

[10] S. Wang and W. Kelly, “invideo - a novel big data analytics tool for
video data analytics,” 2014, pp. 1–19.

[11] S. Wang and R. Ledley, “Modified neumann architecture with micro-os
for security,” 2007, pp. 303–310.

[12] S. Wang, F. Shao, and R. S. Ledley, “Connputer - A framework of
intrusion-free secure computer architecture,” in Proceedings of the 2006
International Conference on Security & Management, SAM 2006, Las
Vegas, Nevada, USA, June 26-29, 2006, 2006, pp. 220–225.
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