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#### Abstract

Spectral images are 3 dimensional data cubes of spectral information from a two-dimensional spatial scene. Traditional acquisition of these data cubes includes complex architectures that involves the use of prisms, tunable filters, and tunable illumination. Technical progress has allowed developing MSFA-based sensors in order to extrapolate the reconstruction of more bands than RGB cameras. However, reconstructing the spectral images with traditional mathematical methods following a least squares or demosaicing approach is unfeasible. Recently compressive sensing technique has been developed that allows reconstructing signals with few measurements than the traditional methods by using the sparse representation of the underlying signal. It is possible to exploit the capabilities of MSFA-based sensors selecting measurements subsets to form macropixels that have spectral information of a single reconstructed pixel. The macropixel size selection leads to a variable reconstructed spatial resolution preserving the filters spectral resolution. This paper presents a model for spectral images reconstruction from macropixels formed with MSFAbased sensor measurements using the principle of compressive sampling. This model selects subsets of the macropixels measurements following a downsampling matrix operation, therefore a reconstruction model is formulated by directly reconstruct a spectral image with the spectral resolution given by the number of filters. To verify the effectiveness of the reconstruction model measurements of the MSFA-based sensor for real spectral images are simulated. An ensemble of random dichroic filters is used. The macropixel compressive sensing reconstruction approach and the traditional scheme reconstruction are compared.
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## I. Introduction

Spectral imaging involves the sensing of a scene where at every location of the image plane the spectral information is collected. Its applications are many and cover ocean research, food safety, geology, and medical demands. Some examples involve the characterization of phytoplankton in the ocean [1], quality evaluation in the area of food safety [2], plant stress assessment [3], characterization of different bacterial colonies [4], disease diagnosis, and image-guided surgery [5].

In some spectral imagers, the scene is beamsplit into the wavelength components for example using a prism assembly, and each of these images is captured in a separate detector array. In this method the sensing devices have significant size and weight disadvantages [6]. One of the most intuitive multispectral scanning techniques is the
tunable filter, where a complete spectral image is produced after a sequence of exposures by capturing an image of one spectral band at time. For instance, the spectral image can be sensed by using a filter wheel where some optical filters are installed in a rotatory mechanical structure [7]. Most of the methods are related to scanning operations where multiple exposures are used causing motion artifacts.

On the contrary, some techniques use MSFA and collect multiple wavelength spectra from a single detector array [8]. Nowadays, optical coatings technologies have been miniaturized and optimized such that the creation of multipatterned arrays of different optical filters, with traditional design and manufacturing methods, is allowed [6]. The optical coatings production methodology combines modern optical thin film deposition techniques with microlithographic procedures. This process enables micronscale precision patterning of optical thin film dichroic coatings on a single substrate. A dichroic filter is an accurate color filter used to selectively pass light of a small range of wavelengths while reflecting other wavelengths.

Figure 1 shows a representation of a MSFA-based sensor that is a monochrome image sensor covering with a MSFA, each pixel in the sensor is measuring only some spectral components at a specific spatial location. Since there are only some wavelength elements available in each pixel, the missing wavelength elements must be estimated from the adjacent pixels. This process is called multispectral demosaicing, and in most cases is carried out depending on the specific acquisition process.


Figure 1. A MSFA-based sensor is illustrated.
For example, Miao et al. [9] generate a MSFA following a binary tree-based method, which starts from a checkerboard pattern. By recursively separating the original checkerboard, the algorithm generates the MSFA given the number of spectral bands and the probability of appearance of each band. Then, they design a demosaicing algorithm based on the same binary tree. Brauers and Aach [10] propose a MSFA that consists of color filter blocks of the
size $3 \times 2$ pixels, this configuration allows to use a fast bilinear interpolation with a reconstruction up to 6 spectral bands. Monno et al. [11] propose a five-band MSFA. In the pattern, the green-like channel is distributed as in the Bayer color filter array (CFA), and other channels are arranged following a binary-tree approach. For demosaicing an adaptive kernel can be estimated directly from the raw data. Common to these systems is that the MSFA design is application and number of bands dependent, which reach at most 6 .

On the other hand, Compressive Sensing (CS) has emerged as a rising research area that allows the acquisition of signals at sampling rates below the Nyquist-criterion. In CS traditional sampling is substituted by measurements of random projections of the signal. The signals are then reconstructed by solving an $l_{1}$ and $l_{2}$ minimization problem in a basis where admits sparse representations. CS exploits the fact that hyperspectral images can be sparse in some basis representation.

Mathematically, a multispectral image $\mathbf{F} \in \mathfrak{R}^{N \times N \times L}$ in its vector representation $\boldsymbol{f} \in \mathfrak{R}^{M}$ with $M=N^{2} L$, can be expressed as $\boldsymbol{f}=\boldsymbol{\Psi} \boldsymbol{\theta}$, where $\boldsymbol{\theta}$ is the coefficients sequence of $S$ elements that represents $f$, with $S \ll M$, and $\Psi$ is a representation basis. Here, $N \times N$ represents the spatial dimensions, and $L$ the number of spectral bands in the data cube. Compressive sensing allows $\boldsymbol{f}$ recovering from $m$ random projections when $m \geq S \log (M) \ll M$.

Assuming that the MSFA-based sensor performs a linear measurement process that calculate $m \ll M$ internal products between $\boldsymbol{f}$ and a collection of vectors $\left\{\boldsymbol{H}_{j}\right\}_{j=1}^{m}$, as $y_{i}=\left\langle\boldsymbol{f}, \boldsymbol{H}_{j}\right\rangle$, then $\boldsymbol{y}=\mathbf{H} \boldsymbol{f}$, where the set of $y_{i}$ projections form the vector $\boldsymbol{y}$ of $m$ elements, $\mathbf{H}$ is the measurement matrix with dimensions $m \times M$, with $H_{j}^{T}$ rows, and $\boldsymbol{f}$ is the original signal of size $M$. For recovering $\boldsymbol{f}$ from $\boldsymbol{y}$, there exist infinite solutions due to the size of $\boldsymbol{y}$ is much less than the size of $\boldsymbol{f}$.

Following the sparse representation of the signal and the MSFA-based sensor, measurements can be expressed as $\boldsymbol{y}=\mathbf{H} \boldsymbol{f}=\mathbf{H} \boldsymbol{\Psi} \boldsymbol{\theta}=\mathbf{A} \boldsymbol{\theta}$, where $\mathbf{A}=\mathbf{H} \boldsymbol{\Psi} \in \mathfrak{R}^{m \times M}$ is the sensing matrix. This underdetermined equation system can be solved if it is satisfied that the measurement matrix $\mathbf{H}$ is incoherent with the sparse transformation $\Psi$. It is possible to exploit the capabilities of MSFA-based sensors selecting measurements subsets to form macropixels that have spectral information of a single reconstructed pixel. That is, spectral information of a single pixel can be reconstructed based on macropixel measurements. The macropixel size selection leads to a variable reconstructed spatial resolution preserving the filters spectral resolution, reconstructing a spatial decimated data cube. This information can be used in applications requiring higher spectral than spatial image quality, also for a quick view of the scene, for example for purposes of transmission and communication applications

This paper presents a model for spectral images reconstruction from macropixels formed with MSFA-based
sensor measurements using the principle of compressive sampling. This model selects subsets of the macropixels measurements following a downsampling matrix operation, therefore a reconstruction model is formulated by directly reconstruct a spectral image of variable spatial resolution. The maximum spatial resolution is limited by the detector resolution. The number of different filters limits the spectral resolution.

The data cube is then reconstructed as $\widetilde{\boldsymbol{f}}=\boldsymbol{\Psi}\left(\underset{\theta}{\operatorname{argmin}}\left\|\boldsymbol{y}-\mathbf{H}_{S} \boldsymbol{\Psi} \boldsymbol{\theta}\right\|_{2}+\tau\|\theta\|_{1}\right), \quad$ where $\quad \boldsymbol{y} \quad$ is the measurement selection, $\mathbf{H}_{S}$ is the measurement matrix defined as $\mathbf{H}_{S}=\left[\left(\mathbf{D}^{0}\right)^{T} \ldots\left(\mathbf{D}^{q^{2}-1}\right)^{T}\right]^{T} \mathbf{H}$, where $\mathbf{D}^{\ell}$ is the $\ell^{\text {th }}$ downsampling matrix used for measurement selection, $\boldsymbol{\theta}$ is an $S$-sparse representation of a low resolution version of $\boldsymbol{f}$ on the basis $\boldsymbol{\Psi}$, and $\tau$ is a regularization constant.

The rest of this paper is organized as follows. Section II describes the mathematical model of the spectral image acquisition system using MSFA-based sensors. Section III describes the traditional demosaicing process. Section IV addresses the macropixel CS reconstruction approach. Section V describes the mathematical model of the dichroic filters. Section VI shows the simulation results. The conclusion closes the article.

## II. Spectral Image Adquisition

To analyze the sensor-MSFA system its functions are modeled following the physical sensing phenomena for $L=6$ spectral bands and focusing in the $j^{\text {th }}$-slice in Figure 2. First, the MSFA $T(x, y, \lambda)$ modulates the spatial-spectral data cube $f_{0}(x, y, \lambda)$, resulting in the coded field $f_{1}(x, y, \lambda)$, where $(x, y)$ are the spatial coordinates, and $\lambda$ is the wavelength. Then the coded density impacts on the sensor.


Figure 2. Sensing phenomena representation of the MSFA-based sensor. The $j^{\text {th }}$ slice of the data cube is coded by a row of the MSFA.

The coded density integrated into the detector can be expressed as

$$
\begin{equation*}
f_{2}(x, y, \lambda)=\iint T\left(x^{\prime}, y^{\prime}, \lambda\right) f_{1}\left(x^{\prime}, y^{\prime}, \lambda\right) h\left(x^{\prime}-x, y^{\prime}-y\right) d x^{\prime} d y^{\prime}, \tag{1}
\end{equation*}
$$

where $T\left(x^{\prime}, y^{\prime}, \lambda\right)$ is the transmission function representing the MSFA, and $h\left(x^{\prime}-x, y^{\prime}-y\right)$ is the optical response of the system.

Each pixel in the sensor is a discretized measurement. The source $f_{0}(x, y, \lambda)$ can be written in discrete form as $F_{i, j, k}$
where $i$ and $j$ index the spatial coordinates, and $k$ determines the $k^{\text {th }}$ spectral plane. Let $T_{i, j, k} \in\{0,1\}$ be the discretization of the MSFA.

Then, the discretized MSFA-based sensor measurements can be expressed as

$$
\begin{equation*}
Y_{i, j}=\sum_{k=0}^{L-1} F_{i, j, k} T_{i, j, k}+\omega_{i, j} \tag{2}
\end{equation*}
$$

where $Y_{i, j}$ is the intensity at the $(i, j)^{\text {th }}$ position of the detector, $i, j=0,1, \ldots, N-1$, and the dimensions of the detector are $N \times N . F$ is an $N \times N \times L$ spectral data cube, and $\omega_{i, j}$ is the white noise of the sensing system.

The measurements $Y_{i, j}$ in (2) can be written in matrix notation as

$$
\begin{equation*}
\boldsymbol{y}=\mathbf{H} \boldsymbol{f}+\boldsymbol{\omega}, \tag{3}
\end{equation*}
$$

where $\boldsymbol{y}$ is an $N^{2}$-long vector representation of $Y_{i, j}, \boldsymbol{f}=\operatorname{vect}\left(\left[\boldsymbol{f}_{0}\right.\right.$, $\left.\ldots, \boldsymbol{f}_{L-I}\right]$ ) is the vector representation of the data cube $\mathbf{F}$ where $f_{\mathrm{k}}$ is the vectorization of the $k^{\text {th }}$ spectral band.

The output $\boldsymbol{y}$ in (3) can be extended as

$$
\boldsymbol{y}=\underbrace{\left[\operatorname{diag}\left(\mathbf{t}_{0}\right) \cdots \operatorname{diag}\left(\mathbf{t}_{L-1}\right)\right]}_{\mathbf{H}}\left[\begin{array}{c}
\boldsymbol{f}_{0}  \tag{4}\\
\boldsymbol{f}_{1} \\
\vdots \\
\boldsymbol{f}_{L-1}
\end{array}\right]+\omega,
$$

where $\mathbf{t}_{k}$ is the vectorization of the $k^{\text {th }}$ MSFA spectral plane, $\operatorname{diag}\left(\mathbf{t}_{k}\right)$ is an $N^{2} \times N^{2}$ diagonal matrix whose entries are $\mathbf{t}_{k}$, more specifically $\left(\mathbf{t}_{k}\right)_{i}=T_{[i / N], i-[i / N] N, k}$ for $i=0, \ldots, \quad N^{2}-1$. Figure 3 depicts a random MSFA based matrix $\mathbf{H}$ for $N=6$, and $L=4$. Colored squares represent unblocking light elements related to a specific wavelength.


Figure 3. The matrix $\mathbf{H}$ is shown for $N=6$, and $L=4$. Colored squares represent unblocking light elements related to a specific wavelenght.

## III. Traditional Demosaicing

Given the set of measurements $\boldsymbol{y}$ a traditional demosaicing algorithm estimates for each reconstructed pixel the intensities for all wavelength components. Common approach minimizes the linear mean square error between the measurements and the vector estimation multiplied by the sensing matrix, that is

$$
\begin{equation*}
\widetilde{\boldsymbol{f}}=\underset{\boldsymbol{f}}{\arg \min }\|\boldsymbol{y}-\mathbf{H} \boldsymbol{f}\|_{2}, \tag{5}
\end{equation*}
$$

A closed-form solution to (5) is given by

$$
\begin{equation*}
\widetilde{f}=\left(\mathbf{H}^{\mathrm{T}} \mathbf{H}\right)^{-1} \mathbf{H}^{\mathrm{T}} \boldsymbol{y}=\mathbf{H}^{+} \boldsymbol{y} \tag{6}
\end{equation*}
$$

where $\mathbf{H}^{+}$is known as the pseudoinverse of $\mathbf{H}$, and $\mathbf{H}^{\mathrm{T}}$ is its transpose. For comparison purpose, this approach is implemented.

Also, for the spatial resolution variation of the data cube an average decimation matrix is applied to the reconstructed data cube. The variable $q$ is defined as the macropixel side size; each macropixel in a spectral band is a block of dimensions $q \times q$ pixels, where the ratio $N / q$ is an integer. The decimated reconstruction is given by $\widetilde{\boldsymbol{f}}_{q}=\mathbf{D} \boldsymbol{f}$, where $\mathbf{D}$ does a block averaging of size $q \times q$ in each spectral band reducing the size of the vectorized reconstructed data cube to $\frac{N^{2} L}{q^{2}} \times 1$. The spatial decimation matrix element-by-element can be expressed as:

$$
\boldsymbol{D}_{i, j}=\left\{\begin{array}{cc}
\frac{1}{q^{2}}, & \text { if } \quad i=\left\lfloor\frac{j}{q}\right\rfloor-\frac{N}{q}\left\lfloor\frac{j}{N}\right\rfloor+\frac{N}{q}\left\lfloor\frac{j}{q N}\right\rfloor,  \tag{7}\\
0, & \text { otherwise, }
\end{array}\right.
$$

where $i=0,1, \cdots, \frac{N^{2} L}{q^{2}}-1$, and $j=0,1, \ldots, N^{2} L-1$.

## IV. Macropixel Compressive Sensing RECONSTRUCTION

In this model, the macropixel definition is based on the assumption that $q \times q$ neighboring pixels, in an $N \times N \times L$ spectral image, could have a similar spectral response, Figure 4 illustrates this premise. Then, the macropixel, which is formed of $q \times q$ measurement pixels in the sensor, is taken as the spectral response of a single pixel for a decimated reconstruction. For instance, Figure 5 shows an example of the measurement selection for a macropixel side size of $q=2$. In total are taken $q^{2}$ subsets of measurements in a single shot of the MSFA-based sensor.


Figure 4. Illustration of the assumption that for $q \times q$ neighboring pixels, in a $N \times N \times L$ spectral image, the spectral response is simillar.

In the acquisition model, the matrix product between a downsampling matrix and the total sensor measurements forms each subset of measurements. More specifically, each subset is given by

$$
\begin{equation*}
\boldsymbol{y}^{\ell}=\mathbf{D}^{\ell} \mathbf{H} f \tag{8}
\end{equation*}
$$

where $\mathbf{D}^{\ell}$ does a downsampling in each $q \times q$ square of pixels for taken $q^{2}$ different subsets of the total measurements, and $\boldsymbol{y}^{\ell}$ is the $\ell^{\text {th }}$ subset of measurements where $\ell \in\left\{0, \cdots q^{2}-1\right\}$. Figure 5 shows an example of a subset measurement selection for $q=2$. Precisely, the function of the decimation matrix $\mathbf{D}^{\ell}$ is selecting in each $q \times q$ block of the measurements the $\ell^{\text {th }}$-element for forming the $\ell^{\text {th }}$-subset of
measurements. The decimation matrix element-by-element can be expressed as:

$$
\boldsymbol{D}_{i, j}^{\ell}=\left\{\begin{array}{lc}
1, & \text { if } j=i q+(q-1) N\left\lfloor\frac{i q}{N}\right\rfloor+\ell+\left\lfloor\frac{\ell}{q}\right\rfloor(N-q),  \tag{9}\\
0, & \text { otherwise },
\end{array}\right.
$$

where $i=0,1, \cdots, \frac{N^{2}}{q^{2}}-1, j=0,1, \ldots, N^{2}-1$, and $\ell=0,1, \ldots, q^{2}-1$.
Figure 6 depicts the downsampling matrix $\mathbf{D}^{\ell}$ for $q=2, N=6$, and $\ell=0,1,2,3$. The white squares represent one-valued elements.

In this case, the complete set of measurements is given by

$$
\boldsymbol{y}=\left[\begin{array}{c}
\boldsymbol{y}^{0}  \tag{10}\\
\boldsymbol{y}^{1} \\
\vdots \\
\boldsymbol{y}^{q^{2}-1}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{D}^{0} \\
\boldsymbol{D}^{1} \\
\vdots \\
\boldsymbol{D}^{q^{2}-1}
\end{array}\right] \mathbf{H} \boldsymbol{f}=\mathbf{H}_{S} \boldsymbol{f}
$$

where subjacent data cube projection is reconstructed solving an $l_{1}$ and $l_{2}$ minimization problem, where the decimation process is taken into account. The optimization problem is given by $\widetilde{\boldsymbol{f}}=\boldsymbol{\Psi}\left(\underset{\boldsymbol{\theta}}{\operatorname{argmin}}\left\|\boldsymbol{y}-\mathbf{H}_{S} \boldsymbol{\Psi} \boldsymbol{\theta}\right\|_{2}+\tau\|\boldsymbol{\theta}\|_{1}\right)$, where $\boldsymbol{y}$ is given by (10), $\mathbf{H}_{S}$ is the measurement matrix defined as $\mathbf{H}_{S}=\left[\left(\mathbf{D}^{0}\right)^{T} \ldots\left(\mathbf{D}^{q^{2}-1}\right)^{T}\right]^{T} \mathbf{H}, \boldsymbol{\theta}$ is an $S$-sparse representation of a low resolution version of $\boldsymbol{f}$ on the basis $\boldsymbol{\Psi}$, and $\tau$ is a regularization constant [12].
$\mathbf{H}_{S}$ is the measurement matrix defined as $\mathbf{H}_{S}=\left[\left(\mathbf{D}^{0}\right)^{T} \ldots\left(\mathbf{D}^{q^{2}-1}\right)^{T}\right]^{T} \mathbf{H}$, where $\quad \mathbf{D}^{\ell} \quad$ is the $\ell^{\text {th }}$ downsampling matrix used for measurement selection, $\boldsymbol{\theta}$ is an $S$-sparse representation of a low resolution version of $\boldsymbol{f}$ on the basis $\boldsymbol{\Psi}$, and $\tau$ is a regularization constant.


Figure 5. Example of a subset selection for a macropixel size of $q \times q=$ $2 \times 2$ that forms 4 subsets of measurements in a single shot of the MSFAbased sensor.


Figure 6. The downsampling matrix $\mathbf{D}^{\ell}$ is shown for $q=2, N=6$ and $\ell=0,1,2,3$. White squares represent ones and the black elements are zero.

## V. Multispectral Filters

For developing this work random dichroic filters were used. Dichroic filters let pass only one spectral band for each sensor pixel. Then, the spectral response for pixel can be selected randomly from a set of spectral bands. The spectral response of the ( $\lambda_{i}^{D}$ ) dichroic filter pixel can be defined as

$$
\left(\mathbf{t}_{k}\right)_{i}= \begin{cases}1, & \text { if } k=\lambda_{i}^{D}  \tag{12}\\ 0, & \text { otherwise }\end{cases}
$$

for the random variable $\lambda_{i}^{D} \in\{0, \ldots, L-1\}$, the $i^{\text {th }}$ filter where $i=0, \ldots, N^{2}-1$, and $k=0, \ldots, L-1$. For example, the first pixel of a MSFA of $L=5$ spectral bands can have the spectral response $\left(\mathbf{t}_{k}\right)_{1}=\left[\begin{array}{llll}0 & 1 & 0 & 0\end{array}\right]$, where the random variable is $\lambda_{i}^{D}=2$.

## VI. Simulation and Results

To verify the macropixel CS reconstruction of spectral images sensed by MSFA-based sensors, a set of compressive measurements is simulated using the model of (2). These measurements are constructed employing the Beads spectral image captured with a CCD camera Apogee Alta U260 and a VariSpec liquid crystal tunable filter, in the range of wavelength $400 \mathrm{~nm}-560 \mathrm{~nm}$, with steps of 10 nm [13]. The resulting test data cube $\mathbf{F}$ has $512 \times 512$ pixels of spatial resolution and $L=16$ spectral bands. The RGB image mapped version of the data cube is shown in Figure 7. An ensemble of dichroic filters based on a random selection of spectral bands is used. Compressive sensing reconstruction is realized using the GPSR algorithm [14]. The representation basis $\boldsymbol{\Psi}$ is a Kronecker product $\boldsymbol{\Psi}=\boldsymbol{\Psi}_{1} \otimes \Psi_{2}$, where $\Psi_{1}$ is the two-dimensional-wavelet Symmlet-8 basis and $\Psi_{2}$ is the cosine basis. The simulations are performed in a desktop architecture with an Intel Core i7 3.6GHz processor, 32 GB RAM, and using Matlab R2014a.


Figure 7. Multispectral image Beads used in simulations (false RGB color).

## A. Variation of the macropixel side size $q$

Figure 8 depicts the PSNR of the reconstructed images as a function of the macropixel side size $q$, for $q \in\{1,2,4,8\}$. Figure 8(a) shows the results when $L=3$ spectral bands are sensed and reconstructed. Figure 8(b) for $L=8$, Figure 8(c) for $L=12$, and Figure 8(d) for $L=16$. The PSNR comparison is made between the reconstructed image and a spatial decimated version (of size $N / q \times N / q \times L$ ) of the test data cube. Results show that increasing spectral bands decreases the PSNR for both reconstruction methods. Furthermore, increasing the size of $q$ improves the macropixel CS reconstruction results more than the traditional demosaicing
results.


Figure 8. Mean PSNR of the reconstructed data cubes as a function of the macropixel side size $q$, where $L$ spectral bands are sensed and reconstructed, for (a) $L=3$, (b) $L=8$, (c) $L=12$, and (d) $L=16$.

Figure 9(a) shows a zoomed version of a selected region of the original 2 nd spectral band (this region is highlighted in Figure 7 where $\lambda_{1}=2$ ). Figure 9 (b) shows its reconstruction when the first $L=3$ spectral bands are sensed and reconstructed using the macropixel CS approach for $q=1$. Figure 9(c) illustrates its reconstruction for the traditional demosaicing method. Figure 9(d) depicts reconstruction along the spectral axis of the spatial pixel location A of the Figure 7, where the intensity is normalized between 0-1. Figure 9 (e)-(h) show similar results for the 3 rd spectral band and the second region highlighted in Figure 8 for $\lambda_{2}=3$. There, it is possible to observe for $L=3$ spectral bands the traditional demosaicing has a comparable performance with the macropixel CS reconstruction (around 26 dB in PSNR for both approaches) for $q=1$ macropixel side size.



Figure 9. Zoom version of the reconstructions results when $L=3$ spectral bands are sensed and reconstructed, for $q=1$. For the spectral band $\lambda_{1}=2$ : (a) groundtruth, (b) reconstruction by macropixel CS, (c) reconstruction by a traditional approach, and (d) reconstruction along the spectral axis of the spatial pixel location A in the Fig. 8. For the spectral band $\lambda_{2}=3$ : (e) groundtruth, (f) reconstruction by macropixel CS, (g) reconstruction by a traditional approach, and (h) reconstruction along the spectral axis of the spatial pixel location B of the Fig. 8.

Figure 11 shows similar result to those of Figure 10 for $q=4$, and $L=3$. Also, in this case it is possible to observe the better performance of the macropixel CS approach where a PSNR improvement of up to 4 dB is attained for $q=4$ macropixel side size compared with the traditional approach.


Figure 10. Zoom version of the reconstructions results when $L=3$ spectral bands are sensed and reconstructed, for $q=4$. For the spectral band $\lambda_{1}=2$ : (a) groundtruth, (b) reconstruction by macropixel CS, (c) reconstruction by a traditional approach, and (d) reconstruction along the spectral axis of the spatial pixel location A in the Fig. 8. For the spectral band $\lambda_{2}=3$ : (a) groundtruth, (b) reconstruction by macropixel CS, (c) reconstruction by a traditional approach, and (d) reconstruction along the spectral axis of the spatial pixel location B in the Fig. 8.

Figure 12 (a) shows the selected region of the original 3rd spectral band (in Figure 7 where $\lambda_{1}=3$ ). Figure 12 (b) shows its reconstruction when the first $L=8$ spectral bands are sensed and reconstructed using the macropixel CS approach for $q=1$. Figure 12 (c) illustrates its reconstruction for the traditional demosaicing method. Figure 12 (d) depicts reconstruction along the spectral axis for location A. Figure 12 (e)-(h) show similar results for the 8th spectral band and the second region highlighted in Figure 8 for $\lambda_{2}=8$. The performance of the macropixel CS approach has a PSNR improvement of up to 2 dB for $q=1$ macropixel side size compared with the traditional demosaicing approach.


Figure 11. Zoom version of the reconstructions results when $L=8$ spectral bands are sensed and reconstructed. For the spectral band $\lambda_{1}=3$ : (a) groundtruth, (b) reconstruction by macropixel CS for $q=1$, (c) reconstruction by a traditional approach, and (d) reconstruction along the spectral axis of the spatial pixel location A of the Fig. 8. For the spectral band $\lambda_{2}=8$ : (a) groundtruth, (b) reconstruction by macropixel CS for $q=1$, (c) reconstruction by a traditional approach, and (d) reconstruction along the spectral axis of the spatial pixel location B of the Fig. 8.

Figure 13 shows similar result to those of Figure 12 for $q=4$, and $L=8$. Also, it is possible to observe the better performance of the macropixel CS approach where a PSNR improvement of up to 5.7 dB is attained for $q=4$ macropixel side size compared with the traditional approach. For all cases the macropixel CS approach has a better spectral signature reconstruction than the traditional demosaicing.
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Figure 12. Zoom version of the reconstructions results when $L=8$ spectral bands are sensed and reconstructed, for $q=4$. For the spectral band $\lambda_{1}=3$ : (a) groundtruth, (b) reconstruction by macropixel CS, (c) reconstruction by a traditional approach, and (d) reconstruction along the spectral axis of the spatial pixel location A in the Fig. 8. For the spectral band $\lambda_{2}=8$ : (a) groundtruth, (b) reconstruction by macropixel CS, (c) reconstruction by a traditional approach, and (d) reconstruction along the spectral axis of the spatial pixel location B in the Fig. 9.

## VII. CONCLUSION

A model for macropixel CS reconstruction of spectral images sensed by MSFA-based sensors is presented. A selection of measurements subsets to form macropixels that
have spectral information of a single reconstructed pixel is exposed. The macropixel CS reconstruction approach is compared with a traditional least squares reconstruction. For the macropixel CS reconstruction, the PSNR increases rapidly with the macropixel side size. For instance, the improvements range from 1 dB to 6 dB with respect to the traditional approach. Results show that increasing spectral bands decreases the PSNR for both reconstruction methods.
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