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Abstract—The majority of existing key management schemes 

in wireless sensors networks suffer from the physically 

compromised of nodes. This vulnerability allows an adversary 

to reproduce clones from a compromised node and to inject 

them into several locations on the network to conduct other 

types of attacks. Moreover, the joining of new nodes to the 

network (for maintenance), which is an inevitable step to 

prolong its life or to correct voids, presents the best 

opportunity to conduct such an attack. In this paper, we 

review several key management schemes and we highlight their 

weakness regarding the cloning attack. 

Keywords—WSNs; key management scheme; cloning attack; 

maintenance of WSNs. 

I.  INTRODUCTION 

Wireless Sensor Networks (WSNs) present an effective 
solution in many areas (military, environment, etc.) thanks to 
their low cost manufacturing, their multiple usages and their 
ad hoc property. However, their deployment in open spaces, 
their transmission medium and the lack of infrastructure with 
a robust security, expose them to serious vulnerabilities. 

To protect WSNs, several solutions have been proposed 
in the literature [12], where the central element is the key 
management scheme. This latter can be classified regarding 
the used encryption technique as symmetric, asymmetric, or 
hybrid. Each of these schemes, try to find a compromise 
between cost and efficiency, where their common goal is to 
allow each pair of neighboring nodes to establish a 
symmetric cryptographic key. These keys are then used to 
ensure the confidentiality of the exchanged data between 
nodes. However, the random deployment of a huge number 
of sensors renders unpredictable the resulting network 
topology. Therefore, one can never predict for each sensor its 
direct neighbors in order to pre-load it with the adequate 
Pair-wise Keys (PK), which makes the design of secure key 
management solutions a challenging task. Another difficulty 
lies in the authentication mechanism. This can be achieved 
through asymmetric cryptography, which is known for its 
requirements in terms of resources consuming. Hence, the 
convergence of the vast majority of key management 
approaches to the symmetric cryptography, when 
authentication is generally based on the pre-loading of 
sensors with a primary key.  

However, these mechanisms suffer from physical sensors 
compromise. This vulnerability allows an adversary to 
reproduce clones from a compromised node and inject them 
in several places in the network (known as cloning or 
replication attack). These clones will then present themselves 
as legitimate nodes to infiltrate the network and then conduct 

other types of attacks [13]. Moreover, the joining of new 
nodes in the network (for maintenance) is an inevitable step 
to prolong its life and repair voids (not covered areas) or 
isolation of subnets that can arise both immediately after the 
initialization of the network or during its operational phase, 
presents the best opportunity to lead the cloning attack.  

The remainder of this paper is organized as fellows. We 
introduce in Section 2 the cloning attack vulnerability in 
distributed key management schemes. In Section 3 we 
review some of these schemes where we highlight their 
weakness regarding the cloning attack. Section 4 concludes 
this paper.  

II. CLONING  ATTACK IN WSNS 

To minimize the impact of the physical compromise of 
sensors in primary key based schemes, three alternatives 
have been proposed:  

1. The primary key must depend on the geographic 
location of new nodes (localization based schemes) 
[5], [11]. In this case, the compromise of this key 
will not allow an adversary to inject its clones in 
locations other than those in which he compromised 
them.  

2. The primary key must be checked by a trusted third 
party before joining a new node (centralized 
schemes) [6] [10].  

3. The primary key must depend on time (time-based 
schemes) and/or on the use of one-way hash function 
[1], [2], [3], [4].  

Generally, in localization based schemes, deployment is 
done in such way that each sensor has the coordinates of its 
location (known previously or given by a Global Positioning 
System (GPS)) or has its relative position regarding its 
neighbors in the case of deterministic deployment (e.g., grid 
deployment [7]). Therefore, information about the position 
of a sensor can be involved into the process of key 
establishment, which prevents from (or greatly limits) 
cloning attack in this category. In centralized schemes, the 
centralized control of maintenance operations can 
significantly reduce the impact of the cloning attack. 
However, these two categories present, respectively, several 
constraints regarding the deployment and the scaling.  

Note that we are particularly interested in the third 
category (time-based schemes), since their schemes are the 
most cited in the literature. These schemes offer unlimited 
scalability, a relatively secure connectivity, and a 
decentralized management.  

Unfortunately, these schemes are still subject to the 
cloning attack, where the impact is very important regarding 
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to the effort made by an attacker to conduct such attack. 
Indeed, to infiltrate a WSN and to carry out more attacks, we 
need just to compromise a single sensor, extract the secret 
information from its memory and reproduce several clones, 
and finally inject them in several locations of the network 
[13]. These clones will be able to legitimately communicate 
with old nodes as new nodes, and to conduct the attack that 
we call "direct cloning" or, wait for the deployment of new 
nodes to present themselves to the latter as old nodes, and 
thus lead the attack that we call "indirect cloning" (Fig. 1).  

Figure 1.  Direct and indirect cloning attack. 

Time-based schemes, although they claim resisting to the 
cloning attack, they finally resist only to the direct cloning 
attack. Note that, to our knowledge, the indirect cloning has 
never been discussed in the literature. 

III. REVIEW OF SOME EXISTING TIME-BASED SCHEMES 

In this section, we will review some time-based key 
management schemes, where we particularly highlight their 
weakness regarding the cloning attack and its impact on the 
security of WSNs. 

A. LEAP 

Localized Encryption and Authentication Protocol 
(LEAP) [1] is one of the most referenced protocols in the 
literature. It presents a comprehensive key management 
scheme based on a primary key, under the assumption that 
this key will be erased after the network initialization. It has 
been designed to support multiple communication modes: 
unicast, broadcast, local and global broadcast.  

In order to bypass the use of the BS in each operation of 
key establishment or authentication between nodes, authors 
of LEAP have based their scheme on a primary key KIN, 
which is pre-loaded in nodes.  

 They assume that there is a time limit Tmin, needed to 
compromise a node, and another time limit Test  required by a 
newly deployed sensor to discover its immediate neighbors, 
to establish PK with each of them and to erase KIN. Zhu et al. 
[1] have proposed two variants of this scheme:  

 Basic scheme  

In this scheme, it is assumed that an attacker cannot 
recover KIN before Tmin (i.e., Test < Tmin).. Before deployment, 
the BS pre-loads the primary key KIN on a node u, which is 
then used to derive a primary key Ku = fKIN

(u) where f is a 

pseudo-random function. Once deployed, the node u 
broadcasts a message containing its identity u and 
initiates a timer, which will be triggered when Tmin expires. 
The response of a node v includes its identity and the MAC 
(calculated using Kv) of u and v: 

u → ∗ ∶  u   (1) 

  v → u ∶ v | MAC Kv , u v   (2) 

The response of v can be only authenticated with the 
primary key Kv, which is derived as follows: Kv = fKIN

(v). 
As the node u has KIN, it can also derive and verify the 
identity of v. Thus, the PK will be calculated as follows: 
 Kuv = fKv

(u). Once Tmin is expired, the node u erases KIN 

and all primary keys of its neighbors, while it keeps its Ku.  

 Extended scheme 

In this scheme, authors assume that an attacker can 
recover KIN before Test (i.e., Test > Tmin). The basic idea in 
this case is to remove the dependency on KIN, which will be 
replaced by a series of primary keys corresponding to time 
intervals (T1, T2, ..., TM) of new nodes joining. Before 
deployment, the BS pre-loads a node u to be deployed in 
the interval Ti with the primary key KIN

i  , through which 
it derives its primary key Ku

i = f
KIN

i (u). In addition, the node 

u is pre-loaded with primary keys Ku
j

= f
KIN

j (u) for all i <j ≤ 

M. Once deployed, the node u starts the neighbor discovery 
and the establishment of PK. In the neighbor discovery, a 
node u begins by sending a message containing its identity u 
and the current interval i: 

 u → ∗ ∶  u | i          (3) 

As response, a neighbor v sends an acknowledgment Ack 

authenticated with the master key  Kv
i  of the current interval 

i:  

 v →  u ∶  v | MAC(Kv
i , u|v)        (4) 

Since u has KIN
i , it can calculate  Kv

i  and check the Ack. 

Now, nodes u and v can calculate their PK : Kuv = fKv
i  u . 

Once Tmin is expired, the node u erases KIN
i   and all primary 

keys of its neighbors, while it keeps its Ku
i  and primary 

keys of future intervals j.  

Discussion  

LEAP authors address the cloning attack only in the case 
when a new node compromise would be made before Tmin, 
while the cloning attack can be done even if the compromise 
was made after Tmin. In the basic scheme, the maintenance 
operation exposes KIN to compromise, which may annul the 
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security of the entire network. Moreover, even if KIN is not 
disclosed, the indirect cloning attack is possible against new 
nodes. Indeed, the primary key of a compromised node can 
be directly used by clones to authenticate theirs responses (2) 
to messages sent by new nodes during the neighboring 
discovery (1).  

In the extended scheme, if the attacker compromises a 

node u after Test, the primary key  KIN  
i  of a node u and its 

neighbors primary keys Kv 
i  are deleted, which prevents from 

the direct cloning attack. However, the attacker can recover 

primary keys Ku
j
 that correspond to future intervals j. Thus, 

he can clone the node u, and all copies will be able to present 
themselves as legitimate old nodes (4) to new nodes to be 
deployed in future intervals (indirect cloning).  

For example, a node u is deployed at T2, it is pre-loaded 

with KIN  
2 (Through which it derives its primary key Ku 

2 ), and 

M-2 master keys  Ku 
3 ,…, Ku 

M , corresponding to intervals T3, 
..., Tm. After Tmin, the node u do not delete master keys 

Ku 
2 ,  Ku 

3 , …, Ku 
M  in order to authenticate nodes deployed in 

T2,T3, ..., TM. So, the compromise of node u results clones 
with all these master keys. Consequently, any clone u*, 
deployed across the network will be able to authenticate 
itself to all sensors deployed at T2, T3, ..., TM. Therefore, 
clones can easily establish PK and infiltrate the network 
(indirect cloning).  

Note that LEAP authors have proposed a solution against 
the cloning attack in the case of a compromise before Test. In 
this solution, they rely on the broadcast by the BS of an 
authenticated list of added nodes, and this using μTesla [6]. 
In this case, even if the network nodes establish PK with 
clones, they can revoke them by receiving the list of added 
nodes.  

Although LEAP uses the BS as a trusted third party that 
broadcasts the list of added nodes, the vulnerability of the 
cloning attack still exists. The origin of this vulnerability is 
the lack of mutual authentication between nodes. Indeed, 
when an attacker compromises a node all constructed clones 
will have the same identity of the compromised node. In 
addition, the establishment of PK is based on the identity of 
nodes; it cannot be done with a clone that has an identity x 
and keys of node y. Therefore, the broadcast of the list of 
added nodes identities eventually brings nothing. In other 
words, as the compromised node is legitimate, so their 
identity and keys are legitimate also, except that clones are 
everywhere in the network. The problem is that the network 
will never identify them. 

B. OTMK 

Like LEAP, Opaque Transitory Master Key (OTMK) [2] 
is based on a primary key. However, the PK established 
between two nodes will not depend on the primary key; it 
will be randomly generated by both nodes. This ensures the 
security of existing links in case of the compromise of the 
primary key. To do this, each node is pre-loaded with a 
primary key KIN, and the PK establishment is done as 
follows:  

u → ∗ ∶ Join|EKIN
(u|nu )                       (5) 

v → u ∶ Reply|EKIN
(v|nu + 1|Kuv )              (6) 

For the maintenance operation, Deng et al. proposed a 
mechanism, which is also based on the decomposition of the 
life of the network into a number of time intervals. Each 
node is pre-loaded with an authentication key H. This key is 
obtained by applying a chain of one-way hash function <
𝐻k , Hk−1 , …  H1, H0 >, where each key Hi corresponds to a 
time interval i. Nodes deployed in the same interval establish 
their PK as described previously (5 and 6), where the 
authentication key Hi plays the role of the primary key KIN. 
Subsequently, each node v calculates its primary key 
Kv = MAC(Hi , v)  and calculates  Hi−1 = f(Hi)  and then 
removes Hi.  

Let u be a new node and v an old node. The node u is 
pre-loaded with Hj and the node v with Hi (with j> i). When 
the node v receives the message JOIN from the node u, it 
responds with a message containing its identity v, a nonce nv, 
the index i of the primary key and the associated MAC:  

u → ∗ ∶ Join   nu    u                      (7) 

v → u ∶  v   nv    i | MAC(Kv , nu |nv |v)       (8) 

Node u can compute Hi from Hj and the index i. Thus, it 
can generate Kv with Hi and check the MAC, and therefore 
authenticate v. Since v is authenticated, node u must also 
authenticate itself to v:   

 u → v ∶ u | EKv
 Kuv  | MAC(Hj , nv |u|Kuv )       (9) 

Once PK is established, u broadcasts its primary key Hj. 
Therefore, v can authenticate u: 

u → ∗ ∶  Hj                 (10) 

Discussion  

Although an adversary who compromises KIN cannot 
compromise already established PK, he can intercept reply 
messages (6) and then disclose PK. Moreover, this protocol 
is not secure since listening to the traffic allows an adversary 
to save the messages exchanged during a time interval j (9), 
and then, decrypt them after the disclosure of the key Hj (10), 
which will cause the loss of the confidentiality in the 
network.  

Regarding the cloning attack, an attacker can carry out a 
direct cloning attack against existing nodes through clones 
obtained by the compromise of a new node before it erases 
the primary key Hj. In addition, even if the compromise 
would be done after clearing Hj, the attacker can (through the 
index i and the corresponding primary key) conduct an 
indirect cloning attack against nodes added in the future time 
intervals Ti (i>j), and this, by replaying the same 
authentication (8). 

C. TBMK 

The probabilistic scheme Time-Based Key Management 
protocol for WSN (TBMK) [3] assumes that the time Test 
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required to establish keys between nodes is greater than Tmin, 
the time required to compromise a node. To reduce the 
impact of compromising the primary key KI, authors have 
decompose the lifetime of the network in P time intervals Ti 
(corresponding to maintenance phases) when for each time 
interval corresponds a primary key. In addition, authors used 
a probabilistic distribution in the pre-loading of sensors, as 
used in [8].  

To do this, the BS pre-loads nodes with a primary key Ki
k  

corresponding to their deployment time interval k, and a set 
of m random primary keys corresponding to the future 

intervals i (Kui = fKIi
 u ). After deployment, like LEAP, the 

first key establishment (corresponding to the time interval 
T1) is done through the key KI1. A node u computes its key 
and broadcasts a message containing its identity and a nonce 
nu. A node v responds with a message containing its identity 
and the MAC of (nu |v) :  

u → ∗ ∶  u | nu          (11) 

v → u ∶  v | MAC(Kv1 , nu |v)      (12) 

Having the key KI1, a node u can generate the primary 
key of v and thus authenticate it. The PK is calculated as 
follows: Kuv = fKv 1

 u .  

For new nodes joining, those deployed at the same time 
will be able to establish PK as they have the same primary 
key. They can also establish PK with those deployed in 
previous time intervals if old nodes have among the 
randomly pre-loaded primary keys, a primary key derived 
from the key of the current interval. Fig. 2 presents an 
example given in [3]. Nn represents a group of nodes 
deployed at the time interval Tn. The group N1 is pre-loaded 
with the primary key KI1 and 3 randomly selected primary 
keys (KU2, KU5, KU7). They can establish PK between them, 
because they all have KI1.  As they can establish PK with the  

Figure 2.  Example of probabilistic primary key pre-loading. 

groups N2, N5 and N7 because they have KU2, KU5 and KU7, 
respectively. Groups N2, N5 and N7 can authenticate nodes 

belonging to the group N1 thanks to their respective primary 
key KI2, KI5 and KI7. 

Discussion 

Regarding the cloning attack, the compromise of a sensor 
that belongs to N4 can recover the primary key of the current 
interval KI4 and the primary keys KU6 and KU9 derived from 
the primary key KI6 and KI9, respectively. Thus, clones can, 
thanks to the primary key KI4, establish PK with nodes 
deployed during the same time interval (i.e., nodes of N4) as 
well as those deployed during the interval T2 (i.e., nodes of 
N2), which represent a direct cloning attack. 

Even if the compromise was made after the erase of the 
primary key KI4, primary keys KU6 and KU9 will never be 
erased, which will allow clones to establish PK with nodes to 
be deployed later during the time interval T6 and T9  (i.e., 
nodes of groups N6 and N9), which represents an indirect 
cloning attack. 

D. TEKM 

Towards Enhanced Key Management (TEKM) scheme [4] 

is based on the fact that a node u can live up to Gw 

generations (generation window), which correspond to the 

addition of new nodes. Before deployment, a node u 

belonging to the generation j is pre-loaded with a set key 

KRj  called "KeyRing" containing the primary key IKj  of 

the generation j and (Gw-1) hidden primary keys Kj,l  of 

the future generations (KRj = {IKj , Kj,l}). The hidden 

primary keys are calculated using a secure hash 
function: 

Kj,l = H IKl j .  

Such as : j + 1 ≤ l ≤ j + Gw − 1. 

After deployment, nodes of a generation j have the same 
primary key IKj , so it will be used (before being deleted) 

to establish the PK (Ku,v
j

).  

u → ∗  ∶ u   j   nu                      (13) 

v → u ∶ v | MAC Kv
j

, u|v            (14) 

where: Kv
j

= fIK j
(v)         (15) 

Ku,v
j

=   
f
Ku

j  v  si u < 𝑣

f
Kv

j  u si u > 𝑣
         (16) 

For nodes that do not belong to the same generation, PK 
is calculated differently. Indeed, let u and v be two nodes that 
belong to the generation g and h respectively (1 ≤ g < ℎ ≤
𝑔 + 𝐺𝑤 − 1). After deploying the generation h, the PK 

Kuv
gh

  between u (old) and v (new) will be calculated as 

follows: Kuv
gh

= fKgh
(u|v).  The node u is already pre-loaded 

with the key  Kgh , since its "KeyRing" is as follows: KRg =

{IKg , Kg,g+1 ,…  , Kg,h , …  , Kg,g+Gw −1}. For the node v, Kgh   is 

the hidden primary key of the group deployed in the  
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TABLE I.  COMPARISON BETWEEN THE STUDIED KEY MANAGEMENT SCHEMES 

  *. When the primary key is compromised.  d. the average number of neighbors. 

previous generation g, and it’s not in its "KeyRing". 
However, it can get it by calculating  Kgh = H IKh  g  as it 
holds the key IKh  of its generation.  

Discussion  

When the attacker compromise a new node v belonging 
to the generation h, and if he recovers the initial key before it 
is erased, he can use it to calculate the hidden primary key 
 (Kxh = H IKh  x )  of a future generations x, and so to 
calculate PK of nodes belonging to previous generations 
(direct cloning).  

Moreover, even if the primary key is erased, it can use 
the hidden primary key contained in its memory to calculate 
PK of nodes of future generations (indirect cloning). 

IV. GENERAL DISCUSSION 

The physical compromise of sensors can be exploited in 
two ways: (1) by disclosing the shared secret used by 
network nodes to setup PK, thus the existing links can be 
compromised (e.g., the KIN in basic LEAP is used to 
calculate all PK) or (2) by reproducing clones that will allow 
an attacker to infiltrate the network and then to conduct other 
types of attacks. Both exploits seriously degrade the 
resilience of a key management scheme. Recall that a perfect 
resilience refers to the ability of a key management solution 
to prevent an attacker to not compromise any further 
communication link other than those involving compromised 
nodes.  

Table 1 compares the discussed protocols in the previous 
section with respect to security and performance metrics. All 
schemes use a primary key in the authentication process, so 
if this key will be compromised, this will allow the attacker 
to insert malicious nodes. So, all these schemes are 
vulnerable to the cloning attack, especially the indirect 
cloning attack. In addition, in all schemes (except OTMK), 
the PK are also based on the primary key. So, its 
compromise leads to disclose of all PK already established, 
which weighs heavily on confidentiality. In LEAP if an 
attacker succeeds to compromise a node deployed in a time 
interval before Tmin, then confidentiality is not guaranteed 
since the attacker can compute master keys of nodes 
deployed in the same time interval. In addition, if the 
attacker compromises a node after Tmin, it can recover master 

keys of the future time intervals. Thus, it can clone it and all 
copies will be able to present themselves as legitimate nodes 
to new nodes even if they cannot communicate with the 
existing nodes of the same time interval. 

Although the protocol OTMK is very complex, it is not 
secure, since listening to the traffic allows an attacker to 
back up the encrypted messages exchanged during a time-
slot j and decipher them after disclosure of the key Hj. On 
the other hand, it can lead an attack cloning by replaying the 
same authentication through its own nodes in several places 
in the network. 

The problem of time-based key management schemes, 
regarding the cloning attack, lies on the authentication 
mechanism between the nodes. This mechanism is generally 
based on some secret information pre-loaded on sensors to 
build confidence between nodes. Unfortunately, this latter is 
set to fail by the physical compromise of nodes, allowing the 
disclosure of the shared secret. Being aware of this 
vulnerability and wanting to keep the distributed aspect of 
their key management schemes, works [1], [2], [3], [4], [14], 
[9] introduced techniques such as time intervals, hash 
function, digital signature, etc. to limit the impact of the 
compromising of sensors. However, these solutions are still 
vulnerable to the cloning attack as shown in the previous 
section, even if their assumptions are satisfied. 

V. CONCLUSION 

In this paper, we presented the weaknesses of time-based 
protocols, especially regarding the maintenance operation, 
which is a critical phase in the life of a WSN. The problem 
lies in the legitimacy of joining new nodes to the network on 
one hand, and on the other hand, to the physical compromise 
of sensors that allows an attacker to have clones and inject 
them into the network. Therefore, the problem is difficult, 
since new nodes might need to legitimately join the network 
at times, raising the question of how to perform 
authentication while defending against cloning attacks. Thus, 
it is essential to involve the BS or to depend the primary key 
to the geographic position of nodes to ensure perfect 
resilience during the maintenance phase. 

 

 
Using primary key in Security Performance 

Authentication PK establishment Resilience 
Cloning 

Memory MAC Transmission 
Direct Indirect 
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Bad* 

Yes* 

No 
Yes 1 key (KIN) Yes 

2 local transmissions * d + 

1 broadcast from the BS Extended 
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Good 

Bad * 

Yes* 

No 
Yes 

1 key (KIN  
i )+ 

(M-i) keys 
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OTMK  Yes No 
Good 

Bad * 

Yes* 

No 
Yes 1 key  (Hi) Yes 2 local transmissions * d 

TBKM  Yes Yes 
Good 
Bad * 
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No 

Yes 1 key  ( KIN  
i ) + 

m  random keys 
Yes 

2 local transmissions * d + 
Proxy 

TEKM  Yes Yes 
Good 
Bad * 

Yes* 
No 

Yes Gw keys Yes 2 local transmissions * d 
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