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Abstract—Context-awareness is one of the prerequisites in 

order to design adaptable applications and services. As 

Wireless Sensor Networks get more pervasive in nature and 

cater to diverse application they need to incorporate context-

awareness. A lightweight sensor node level context processing 

framework is desirable. A component software programming-

based approach has been proposed to design the context-aware 

architecture. A reference implementation has been provided 

and potential advantages in terms of low software 

reconfiguration overhead have been highlighted. 
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I. INTRODUCTION 

Context-awareness is important for Wireless Sensor 

Networks (WSNs) since there are several WSN applications 

that need to make decisions on the basis of the prevailing 

contextual environment. For the current work, air pollution 

monitoring for urban streets application is being worked 

upon and the sensor nodes need to provide fine grained 

resolution pollution measurements for variables like carbon 

monoxide, etc. The sensor nodes can also provide support 

for measuring variables like temperature, air pressure, 

humidity, wind speed, location etc. These additional 

variables can be used as contexts for adapting the sensor 

application. An adaptive sampling application for changing 

the sampling rate of the sensor nodes is an example of such 

a context-aware application; wherein the sampling rate 

needs to be adapted as and when sensor nodes undergo 

certain environmental changes using an intelligent 

algorithm.  

Hence, as the WSNs get more pervasive in nature and 

need to incorporate more intelligence in order to facilitate 

node level decision making, a generic lightweight context-

aware framework design and implementation for the 

wireless sensor nodes becomes an imperative need to design 

smarter and adaptable applications. One of the challenges to 

be addressed is to make the framework customizable, 

allowing runtime reprogramming and dynamic 

reconfiguration, in order to address the application and 

environmental diversity, to which the WSNs generally cater. 

Recently, component-based software development 

[1][2][3] has been advocated for WSN programming. 

Software componentization provides a high level 

programming abstraction through interface-based 

interactions between modules. A component represents a 

single unit of functionality and deployment. Components 

can be compiled separately and then composed into a 

system. A component can communicate with its outside 

through a well-defined interface and receptacle. An 

interface defines a set of operations provided by a 

component to others, while a receptacle specifies the set of 

operations a component requires from others. The system 

can be reconfigured by switching from an old component to 

a new one implementing the same interfaces.  

Dynamically deployable and reconfigurable software 

components offer a lot of advantages for WSN since they 

are typically large in scale and operate for long periods of 

time in the face of dynamic environmental conditions and 

changing application requirements.  Software development 

becomes easier since during the development cycle, changes 

to only one part of the system (single algorithm or function) 

are done at a time, so the rest of the software remains 

unaffected. Software updates become very convenient since 

only the updated components need to be transmitted through 

the network.  It is possible to implement dynamic and 

reconfigurable applications since the functionality can be 

altered by reprogramming only parts of the system. 

Hence, the main contribution of the paper is to propose a 

component-based context-aware architecture for sensor 

nodes. This framework bridges the gap between component-

based software and context-awareness for WSNs by 

enabling a lightweight solution for context management. 

Though the use of component-based software development 

in the WSN field is not new at all, but the majority of the 

sensor nodes today are not capable of managing the contexts 

(other than merely acting as a context collector). This sensor 

node-based framework will aid not only in collection, but 

also in processing and use of the contexts for decision 

making. In a traditional context-aware application where all 

the contexts are collected and processed in a single 

monolithic application, a change or modification related to 

one of the contexts will lead to the complete application 
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change. On the contrary, in case of the component-based 

context-aware application design, only the context which 

needs to be changed can be updated by means of 

incorporating changes to that particular component. The 

specific requirement to make sensor nodes smarter and more 

practical by means of managing multiple contexts in an 

online manner is the main driver behind the proposed 

architecture.  

Rest of the paper is structured as follows. Section II gives 

details about various context-aware frameworks and 

component-based middleware and software systems 

available for WSNs. Section III gives details about 

architectural design of the component-based context-aware 

framework. Section IV gives the reference implementation 

details and Section V draws a conclusion on the paper. 

II. RELATED WORK 

Context-awareness has been acknowledged as a very 

important step in ubiquitous computing and there are a lot of 

context-aware systems which exist in the literature [4][5][6]. 

Most of these context-aware systems typically cater to the 

needs of pervasive computing, but are not suitable for 

sensor node level context processing in WSN. Most of these 

systems are heavyweight and need back end processing. 

Given the nature of WSNs, a context-aware framework for 

WSNs cannot be heavyweight and processing/memory 

intensive. Therefore, new designs are required which are 

lightweight and are suitable for the needs of WSN 

applications. 

Hence an investigation into component-based software 

paradigm for wireless sensor networks was carried out.  

Both component-based middleware solutions for WSN as 

well as component-based software reconfiguration and 

operating system exist for WSNs in the literature. RUNES 

[7], GridKit [8] and LooCI [9] are examples of component-

based middleware’s for WSN, but they do not address 

context-awareness specifically. RUNES and GridKit are 

more suitable for network level reconfiguration, while Java-

based implementation of LooCI limits its usage. On the 

contrary, in this research work, the aim is to develop a 

context-aware framework built using a lightweight 

component middleware which can work on resource 

constrained nodes. Wisekit [10] is the only node level 

component-based middleware solution for WSNs found in 

literature that addresses context-awareness by providing 

application adaptation. It is a distributed component-based 

middleware solution which addresses context-awareness by 

making the adaptation and reconfiguration of WSN 

applications possible, but actual implementation details are 

not mentioned in the paper. Figaro [11] for fine grained 

software reconfiguration and Lorien [12], dynamic 

component-based operating system are examples of use of 

component software paradigm in WSNs, but again, they do 

not address context-awareness specifically.  

Based on the literature survey on both the context-aware 

framework and component-based software for WSNs, it was 

found from the survey that a gap exists in these two 

domains in terms of integration by means of developing a 

component-based context-aware framework. Hence, in the 

current work, it has been proposed to adopt the component-

based software programming paradigm for the development 

of a lightweight and reconfigurable context-aware 

framework.  The architecture design has been explained in 

the following section. 

III. DESIGN OF THE COMPONENT-BASED CONTEXT-

AWARE FRAMEWORK 

In this section, the design architecture for a component-

based context-aware framework has been proposed. The 

context-aware framework needs to be built using the 

services of a component-based middleware. A component-

based middleware called MIREA [13], developed at UCL, 

and has been used in this research work to build the context-

aware framework. MIREA is specifically targeted at real-

time embedded systems. MIREA is light-weight, 

component-based, and supports flexible reusability of 

software components. The aim of building the context-

aware framework on top of the component-based 

middleware in this research work has been to lend 

adaptability at the middleware level that in turn will lead to 

adaptation at the application level. 

A component can specify functionality that it requires 

and/or provides using a well-defined interface. The model as 

shown in Fig. 1 consists of ComponentTypes, Components, 

Interfaces, Receptacles, and Connectors. A Component is a 

runtime instance of a ComponentType. A ComponentType 

can export one or more Interfaces, through which a given 

component provides a set of functionalities to other 

components (i.e., in the form of a set of C/C++ functions in 

the middleware). A Component can have any number of 

Receptacles, through which a set of required functionalities 

are specified. A component can also have an associated 

component wide state that is only accessible from within the 

containing component. Connectors are a specialized form of 

component that performs intermediary actions if required, 

for instance, in order to monitor, log or encrypt data for 

security reasons.  

 

 
Figure 1.  Elements of a component-based system. 

MIREA provides the following categories of core 

services: 

1. Loading and unloading of ComponentTypes 

2. Instantiation and destruction of Components 
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3. Registration and acquisition of Interfaces and 

Receptacles 

4. Connection between Interfaces and Receptacles 

5. Registration and acquisition of Components’ States 

6. Destruction of Connectors 

All of the services above are runtime activities whereas 

the process of defining a new ComponentType, Interface, 

Receptacle, Connector and State are static in nature - 

defined at an application design stage. Connections between 

components can be reset and reconfigured by first 

destroying an existing connector instance and then 

reconnecting them to a new type of interface and receptacle. 

After this, any invocations made on the given Receptacle 

will be redirected to the newly connected Interface instance, 

hence a new/different Component instance. More details 

about MIREA can be found in [13]. 

Most of the context-aware systems have a generic 

architecture consisting of context collector, context reasoner 

and a context database. In the component-based 

architecture, each of these tasks is going to be performed by 

an individual standalone component that will have a well-

defined interface for interaction with the other components. 

These reusable components can be loaded and unloaded 

during runtime. Also, once loaded, the components can be 

instantiated at run time and their respective interfaces and 

receptacles can be registered and connected to each other 

using the MIREA API’s. The architecture of the component-

based context-aware framework has been shown in the Fig. 

2. 

The various components and their respective 

functionality in this architecture are explained as follows: 

 Sensor Manager will be responsible for interacting with 

the physical sensors and will hide the hardware specific 

details from the application. The context collector will 

invoke the sensor manager for data from a particular 

sensor depending on a particular application and the 

sensor manager will provide the data to the context 

collector. 

 Context Collector will be the main component 

responsible for collecting the application specific 

contexts and use interfaces provided by other 

components to gather data from sensors and map it into 

contextual information, store data in buffers and 

provide contextual data to the context reasoner. 

 Context Database provides storage service for the 

various contexts and depending on the application 

requirement, the data can either be offloaded to the base 

station or be stored in external storage available on the 

sensor node. 

 Context Reasoner is the component responsible for 

carrying out the reasoning over the various collected 

contexts and make adaptive decisions according to the 

application requirements. This component will also be 

responsible for performing data processing tasks like 

prediction or clustering analysis of the gathered 

contexts in order to facilitate the decision making 

process. 

 
Figure 2.  Architecture of component-based context-aware framework. 

IV. REFERENCE IMPLEMENTATION 

The reference implementation for an adaptive sampling 

based data collection application is shown in the Fig. 3, 

which defines the various interfaces/receptacles between the 

various components. The adaptive sampling technique used 

in the reference implementation has been proposed as a part 

of on-going research work and more details can be found in 

[14]. The adaptive sampling technique based upon time 

series forecasting can adapt the sampling rate of a sensor 

node according to the prevailing contextual environment.  

The implementation has been done using the Contiki [15] 

operating system on the T-mote sky platform. Contiki was 

chosen as the operating system of choice because of its 

support for dynamic loading and linking of loadable 

software modules [16]. Each loadable module in Contiki is 

in Compact Executable and Linkable format (CELF) format 

which is a modification of  the common object code format , 

Executable and Linkable format (ELF). The dynamic 

loader/linker (elfloader) in Contiki parses the ELF format 

and is able to perform dynamic loading, linking and 

relocation of ELF object code files. Initially the components 

can be stored in the external EEPROM by programming 

either using the serial interface or over the air programming. 

The various steps involved in implementing the context-

aware framework on the T-mote Sky are as follows: 

 The MIREA middleware was ported onto Contiki. 

 The components were implemented and built using the 

platform specific compiler.  
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 The components are loaded on the external flash of the 

T-mote sky using the serial interface. 

 The MIREA application driver program loads, connects 

and unloads the components using the MIREA API’s. 

 

Figure 3.  Interface/receptacle definition for an adaptive sampling 

application. 

The memory footprints for each of the components (w.r.t. 

both program and data memory) for T-mote sky are shown 

in Table I. The memory footprints have been evaluated by 

looking at the size of binary images after compilation. The 

text section represents the code size, data section is the size 

of initialized memory, and bss section is the size of 

uninitialized memory. 

 
TABLE I.  MEMORY FOOTPRINTS FOR VARIOUS COMPONENTS 

Component Name 
Memory Footprints 

Text(bytes) Data(bytes) BSS(bytes) 

sensorManager 554 10 12 

contextCollector 632 10 0 

contextDatabase 256 10 0 

contextReasoner 984 22 14 

 

Another experiment was carried out to compare the Contiki 

image size with context-aware framework implementation 

as a single software module (monolithic context-aware 

framework) vs. Contiki image with MIREA implementation 

and the results are shown in Table II In case of monolithic 

implementation, once the context-aware framework is 

programmed on the node, it is difficult to reconfigure and 

update the software program. Any software reconfiguration 

would require communicating full application image of 

~23K bytes to the node. On the contrary, in case of the 

component-based implementation, once the node is 

programmed with MIREA middleware that occupies ~33K 

bytes, less than ~1K bytes (refer to Table I) need to be 

transmitted to the node to enable component runtime 

reconfiguration or reprogramming. 

TABLE II.  COMPARISON OF MEMORY FOOTPRINTS FOR DIFFERENT 

IMPLEMENTATIONS 

Different Implementations 
Memory Footprints 

Text(bytes) Data(bytes) BSS(bytes) 

Contiki image with monolithic 

context-aware framework 
23054 178 5164 

Contiki image with MIREA 
middleware 

32936 170 7658 

V. CONCLUSIONS 

In this paper, a design of a component-based context-

aware framework has been proposed for WSN. This 

framework provides integration between the component 

software and context-awareness technologies for the WSNs.  

This design architecture has several advantages in terms of 

ease of programming, software updates and reconfiguration, 

dynamic application development etc. This architecture is 

lightweight in nature and suitable for sensor node level 

context-aware processing. Most of the context-aware 

systems existing in the literature do not cater to the needs of 

sensor nodes and are architecturally and functionally more 

sophisticated and heavyweight in nature. The component-

based software technology is suitable for programming 

context-aware WSN applications and a proof of concept 

reference implementation using the Contiki OS that enables 

dynamic linking/loading of software components has been 

carried out.  
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