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Abstract—SurvSec is a novel security architecture for reliable 

network recovery from base station BS failure of surveillance 

Wireless Sensor Network WSN in hostile environment. 

Compromised nodes detection is a very important security 

mechanism in surveillance WSN to detect compromised nodes 

before they destroy the security of the WSN. Node compromise 

attack is a multi-stage attack which consists of three stages: 

physically capturing and compromising sensor nodes; 

redeploying the compromised nodes back to network and 

compromised nodes rejoining the network. Only two protocols 

detect compromised nodes at first stage. The first protocol can 

be easily broken by targeting couple of nodes at the same time 

and the second protocol has high overheads and it is based on 

the distribution of one key list for all nodes which is not secure 

if one node is compromised. In this paper, a new compromised 

nodes detection algorithm that detects compromised nodes at 

first stage for SurvSec security architecture was proposed. The 

proposed scheme was based on four algorithms. First 

algorithm provided the network with key management. Second 

algorithm provided the network with secure localization. 

Third algorithm provided the network with secure clustering. 

Fourth algorithm built overlapped groups from clusters. Each 

cluster has a security manager (SM) and backup security 

manager (BKSM) to manage security issues. From the 

locations of nodes in the cluster, the nodes can form a group by 

sending and receiving from their right and left neighbours in 

the cluster. Each group forms overlapped group with its 

neighbour groups. The groups resemble interconnected rings 

in a chain and if attackers capture one group in the chain, the 

chain will be cut and its overlapped groups will discover the 

compromised group. Each node in the cluster sends an 

encrypted “Hello” message to its neighbours in the cluster 

every 15 seconds. If a node does not respond to the “Hello” 

message, this means it is compromised and its neighbours will 

send to the SM that the node is compromised and if the SM is 

compromised, its neighbours will send to the BKSM that the 

SM is compromised then to BS. The proposed protocol was 

designed to be resistant against large number of compromised 

nodes by collaborative work of attackers. Extensive simulation 

results were given to demonstrate the high detection rate of the 

proposed scheme besides the low overheads with high security 

level for the protocol.  

  

Keywords-Overlapped Groups; Node Compromise Attack; First 

Stage. 

I. INTRODUCTION 

A node compromise attack is a three stage attack. In the 

first stage, the attacker captures some sensor nodes from the 

network and then compromises these nodes. In the second 

stage, these compromised nodes are redeployed into the 

network. In the third stage, the attacker will use these 

compromised nodes to launch various security attacks. 

Much work has tackled the node compromise attack [1, 2]. 

However, all of them address the node compromise attack 

either in the second stage based on node redeployment 

detection [2] or in the third stage based on node 

misbehavior detection [3-6]. We believe that group of 

attackers will launch node compromise attack to jeopardize 

the whole network in few minutes. Therefore, early 

detection of node compromise attack can lead to high 

security level.  

Several protocols have been proposed for detecting 

compromised nodes at the second and third stage. Some 

protocols rely on the assumption that compromised node 

will change its location or its signal strength will alter after 

it is compromised. 

Xiaodong [7] made the first attempt to detect node 

compromise in the first stage. He described a new couple 

based compromised node detection protocol to build 

couples of sensor nodes in ad-hoc pattern to detect node 

compromise attack at the first stage. The nodes within the 

same couple can monitor each other. This protocol assumes 

each sensor node can detect that it is connected to a 

programming board during the attack. After that the node 

will send a message to its couple to identify the other node 

that it is compromised. This protocol cannot be used against 

collaborative work of attackers to compromise large 

number of nodes where attackers can collect the couples at 

the same time. Also, it is not secure to depend on a message 

from the compromised node to its couple indicating that it 

is compromised.   

The protocol [8] requires high storage overhead for 

one key list for the whole network, high communication 

overhead to broadcast “Hello” message to all neighbours 

then receive the same message from the neighbours, and 

high energy cost. Also, if one node is captured, then the key 

list is known to the attacker and the protocol is no longer 

secure. 

In this paper, we developed a new overlapped groups 

based node compromise detection scheme. Compared with 

previously reported schemes, the proposed scheme detects 
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the node compromise attack in the first stage against large 

number of attackers with low overheads and with high 

security level. Specifically, after sensor nodes are deployed, 

first, they share link keys using our key management 

scheme; second, they perform secure localization using our 

secure localization scheme; third, they perform secure 

clustering so that each cluster has SM and BKSM; fourth, 

they perform overlapped groups for compromise node 

detection. Each node sends and receives from its 

interconnected nodes in the cluster to form a group. Every 

group is overlapped with other groups to form overlapped 

groups. 

A. Contributions  

1- We designed a homogenous network utilizing security 

managers SM and backup security managers BKSM to 

implement the distributed security concept. 

2- We proposed to combine our key management with our 

secure localization and our secure clustering to develop 

high security level for the network before forming the 

overlapped groups.  

3- We proposed a novel compromised nodes detection 

scheme at first stage based on formation of overlapped 

groups with low communication overhead, storage 

overhead and power cost. Each node in a group 

monitors its neighbours in the group. Each group is 

overlapped with other groups.  

4- We designed the protocol such that our network is a 

chain and each group in the network is a ring in the 

chain and rings are interconnected therefore, if one ring 

is compromised, its interconnected rings will discover 

this.  

B.      Outline of the Paper 

Section 2 presents the related work. Section 3 describes 

the assumptions and threat model. Section 4 describes the 

four algorithms to develop our overlapped groups based 

compromised nodes detection scheme at the first stage. 

Section 5 presents the security analysis. Section 6 presents 

the performance analysis. Section 7 presents the simulation 

results. Section 8 presents the comparison with others 

works. Section 9 concludes the paper.  

II. RELATED WORK 

 In this section, we present related work to our proposed 

scheme.  

A. SurvSec Security Architecture 

 Surveillance Security (SurvSec) is a new designed 

security architecture for reliable network recovery from 

single BS failure of surveillance WSN with single BS [18]. 

SurvSec relies on a set of sensor nodes serve as SMs for 

management and storage of the security related data of all 

sensor nodes. SurvSec has three components: (1) Sensor 

nodes serve as SMs, (2) Data Storage System, (3) Data 

Recovery System. 

 SurvSec is used for securing surveillance WSN during 

the time between the BS failure and the new mobile BS 

deployment which is the perfect time for attackers to 

compromise many legitimate nodes then destroy the security 

of the whole network. Also, SurvSec describes how the new 

BS will verify the trustworthiness of the deployed WSN 

otherwise a new WSN must be deployed.  

B. Compromised Nodes Detection Schemes  

 We need an effective security scheme to identify 

compromised nodes in a timely manner because 

compromised nodes in surveillance WSN represent 

uncovered areas. A node compromise attack involves three 

stages. From [1-6], the authors proposed many protocols to 

detect compromised nodes based on location, signal 

strength, reputation, weighted trust, intrusion detection and 

MAC layer misbehavior. However, these approaches are not 

effective since they can detect compromised nodes on the 

second or the third stage and they depend on node’s 

misbehavior or node’s location, which means a node may be 

compromised but behaves well until a programmed time. In 

[7], a couple based compromised node detection protocol at 

first stage is proposed to build couples of sensor nodes 

where the couple can monitor each other but this scheme 

cannot be used against collaborative work of attackers to 

compromise large number of nodes because attackers can 

collect the couples at the same time. Also, we cannot depend 

on a message from the compromised node to its monitored 

node. Two protocols [8] are proposed based on four 

messages. Each sensor node broadcasts a “Hello” message 

to his neighbors which receive this message and reply to it. 

If the node did not send for three times, it is marked as 

compromised and the compromised node neighbors flood 

the network with the node is compromised message. This 

protocol uses one key list for the whole network which is 

insecure in addition to large communication overhead, 

storage overhead, and high power cost.      

 Also, software-based attestation techniques [9-17] have 

been proposed to verify the contents of the code running on 

nodes where the node’s free memory space is filled with 

incompressible random noise known to the attester.  

For the detection in the second stage: In [2], Song 

et al. made the first attempt to detect compromise node in 

the second stage. They assume that an adversary will not be 

able to precisely deploy the compromised sensors back into 

their original positions.  

        For the detection in the third stage: In [1], Carl et al. 

demonstrate the case in which compromised nodes can be 

detected in the third stage and they show exactly what 

information can be obtained and how it can be used to 

disrupt, falsify data within, or eavesdrop on sensor 

networks. They suggest that sensor nodes in hostile 

environment would be desirable not to respond to the 

standard on chip debugging and if a node can detect its own 

movement by either accelerometers or GPS then it can 

preemptively delete important information stored in SRAM. 

27Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-207-3

SENSORCOMM 2012 : The Sixth International Conference on Sensor Technologies and Applications



In [3], Kyasanur and Vaidya propose modifications to IEEE 

802.11 MAC protocol to simplify misbehaviour detection. 

Once the sensor nodes are compromised, they will launch 

false data injection attack. Thus, several en-route filtering 

schemes [4, 5] have been proposed to drop the false data en-

route before they reach the sink. Nevertheless, these 

schemes only mitigate the threats. Thus Ye et al. [6] propose 

a probabilistic nested marking scheme to locate colluding 

compromised nodes in false data injection attacks. Recently, 

several software-based attestation schemes for node 

compromise detection in sensor networks have been 

proposed [11].  

III. NETWORK MODEL&THREAT MODEL 

A. Network Model 

 We consider a hierarchical WSN consisting of a BS, 

sensor nodes which are grouped into clusters and beacon 

nodes equipped with GPS called beacons. Each node has a 

unique ID, unique location and unique certificate. The 

assumptions of model are as follows: 

1- We assume sensor nodes are static and some nodes 

continuously store the detected security threats and all 

other security data related to nodes where these nodes 

are SMs. 

2- Nodes in the cluster form a group and every group is 

overlapped with other groups. 

B. Threat Model 

       We consider a group of attackers that try to uncover the 

keys of the network through capturing some nodes then 

redeploy the compromised nodes in the network again.  

IV. PROPOSED SCHEME 

         The proposed scheme has four phases which are key 

management phase to distribute keys among nodes, secure 

localization phase to determine nodes locations, secure 

clustering phase to choose BKSM to revoke SM if it is 

compromised, and forming overlapped groups phase for the 

overlapped groups based compromised nodes detection 

protocol at first stage. The proposed scheme has four types 

of sensors: SMs, BKSMs, initiators and sensor nodes. 

A. Key Management Phase 

        We propose a novel hybrid and dynamic key 

management protocol utilizing our novel scheme of 

certificates shared verification to eliminate the needs for 

high end sensor nodes HSNs which have high power for 

intensive calculation of public key operations. High end 

sensor nodes are the best targets for the attackers in the 

hostile environment. Our proposed key management 

scheme has two steps which are: key predistribution and 

key establishment. HSN is the nodes cluster head.  

i. Key Predistribution 

        The key predistribution step consists of acquiring the 

sensors certificate from the certificate authority CA. ECC is 

used in this protocol to perform security functions on 

sensors with limited computing resources. The protocol uses 

the elliptic curve implicit certificate scheme [19] instead of 

X.509 because of the resulting low storage overhead, low 

communication overhead, which is a dominant factor for 

low bit transmission channels in WSN. 

  The certificate generation processes for any sensor 

node U is performed offline before it joins the network.  

1- CA selects a random integer qCA as its static private key, 

and computes the public key QCA= qCA X P. q Multiplied 

by P.  

2- To obtain a certificate and private-public key pair, the 

sensor U randomly selects a key pair (qU, QU )  where 

QU= qU X P and sends QU and qU to CA. U sends its 

public and private key to CA so that CA can verify the 

pair. CA is not on the network, so it works off line. 

3- CA verifies U’s identity and private-public key pair.  

4- The implicit certificate for U is the concatenation of 

CA’s public key QCA, the device identity IDU, the U 

public key QU and the certification expiration date tU , 

i.e., the certificate is (QCA, IDU, QU, tU) signed by the CA 

private key using ECDSA.  

ii. Key Establishment 
 

 

 

 

 

 

 

 

 

Fig. 1 Network Topology 
 

 

 

 

 

Fig. 2.a Certificates Verification using Initiator for 2 nodes 

 

 

 

 

 

Fig. 2.b Certificates Verification using Initiator for 2 nodes 

 

 

 

 

 

Fig. 2.c Certificates Verification using Initiator for 4 nodes 

          Figure 1 shows the network topology and Figure 2 

shows the certificates shared verification process for one 
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layer using algorithm 1 that uses initiator nodes to start the 

process of key establishment protocol. We assume that there 

are nodes named as security managers SMs and these nodes 

are located every two layers. We assume that there are nodes 

named as initiators every predefined number of nodes such 

as 30, 20 or 10 nodes to start the operation of key 

management process. Initiator node verifies certificates of 

first two nodes then it sends the certificates of the second 

two nodes to the verified first two nodes then it sends 

certificates of other four nodes to the verified four nodes. 

Algorithm 1 is efficient in terms of distribution of power 

consumption among sensor nodes in the cluster and it can be 

used with all SMs in their clusters. The nodes under the 

initiator are ordinary nodes and the nodes under the ordinary 

nodes are SMs and so on until we reach another initiator.  

         Each node in HSN model performs four times 

certificate verification for three beacon nodes and for HSN 

certificates. With the same number of certificates 

verification at each node, we developed our proposed 

certificates shared verification scheme. Each node in our 

scheme verifies four certificates only with the cost of 

increasing the communication overhead with four messages 

for every node. These verifications are: first verification for 

SM certificate, two verifications for two nodes in the cluster, 

and one verification for beacon node certificate.  

We explain our scheme in the form of an algorithm. 

Algorithm 1: Initiator nodes to start key management 

process 

1: I → n : { I (QCA, IDSM, QSM, tSM) } 

Each initiator node broadcasts its certificate to its 

underneath nodes at layer n to verify it. The nodes at 

layer n verify the certificate of the initiator. The initiator 

node is a SM. 

2: n → I : { n (QCA, IDU, QU, tU) } 

The initiator node receives the certificates of its 

underneath nodes for verification. We assume there are n 

nodes underneath the initiator node. First, the initiator 

node verifies the certificate of the first two nodes. 

3: I → n1,2 : { share link keys } 

The initiator node shares link keys with node 1 and node 

2 as steps from 4 to 9. 

4: n : selects (k), calculates (dU), encrypts (dU) 

Each node underneath initiator I at layer n selects a k-bit 

random number cU of 160 bits to produce its link key 

contribution with the BS. Each node at n calculates the 

value of dU = H(cU || IDU) where H is a cryptographic 

hash function. Each node at n encrypts dU with I public 

key QI. To encrypt and send a message dU to I, each 

node at n chooses a random positive integer x and 

produces the ciphertext Cm consisting of the pair of 

points which are: Cm = (x P, dU  + x QI). We add the 

number dU  to both values of the point x QI. 

5: n → I : { Cm } 

Each node underneath I at layer n sends its encrypted 

link key contribution with the I which is Cm. 

6: I : decrypts (Cm), selects (k), calculate (dBS), encrypts ( 

dBS) 

I decrypts Cm for every node at n. I multiplies first point 

in the pair by I’s private key and subtracts result from 

second point: dU + x QI  – qI (x P) = dU  + x (qI P) – qI  (x 

P) = dU.  

I selects a k-bit random number cI of 160 bits for each 

node near I to produce its link key contribution with 

nodes near I. I calculates the value of dBS = H(cI || IDI) 

for every node near I where H is a cryptographic hash 

function. 

I encrypts dBS for every node near I using symmetric key 

encryption under key dU, generating value y = Edu ( IDI|| 

dBS).  

7: I → n : { y }, {hash {K}} 

I sends y, the encrypted link key contribution of I, to 

every node near I. I generates the link key with every 

node near the I at n by calculating K = H (du || IDU || dI || 

IDI) then H(K) where H is a cryptographic hash function. 

I sends H(K) of every node at n to its participant to 

achieve correctness. 

8: n : decrypts (y), calculates (K)  

Every node at n decrypts the received message y using 

symmetric key encryption under key dU to obtain the 

value dI. 

Every node at n generates the link key with I by 

calculating the K = H(du || IDU || dI || IDI). 

9: n → I : {z} 

Every node at n calculates z = H(K) and sends z to I. I 

checks if z = H(K). If yes, the link key is established 

correctly. Otherwise, the protocol is terminated. 

10: I → n1,2 : { n3,4 (QCA, IDU, QU, tU) } 

The initiator node sends to node 1 and node 2 

underneath the certificates of node 3 and node 4 for 

verification. 

11: n1,2 → I : { valid certificates or invalid certificates } 

Node 1 and node 2 send to the initiator node two 

messages indicating that certificates of nodes 3 and 4 are 

valid or not.  

12: I → n3,4 : { share link keys } 

The initiator node shares link keys with node 3 and node 

4 as steps from 4 to 9 in algorithm 1.  

13: I → n1,2,3,4 : { n5,6,7,8 (QCA, IDU, QU, tU) } 

The initiator node sends to node 1, node 2, node 3 and 

node 4 underneath the certificates of node 5, node 6, 

node 7 and node 8 for verification and nodes 1, 2, 3, 4 

respond with valid certificate or not. 

14: I → n5,6,7,8 : { share link keys } 

The initiator node shares link keys with node 5, node 6, 

node 7 and node 8 as steps from 4 to 9 in algorithm 1.  

Finally, the process of the initiator continues to verify all 
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of its underneath nodes then its underneath nodes use 

algorithm 1 to share link keys with their underneath 

nodes and so on. 
 

1. The second layer after the initiator is SMs and so on 

until the initiator layer because initiators are defined 

every 30 or 20 or 10 nodes. 

2. After the SMs and the sensor nodes establish link keys, 

they determine their locations using our proposed secure 

localization scheme with certificates shared verification. 

B. Secure Localization Phase 

         A number of secure localization algorithms [20] have 

been reported. Different researchers have different 

strategies to categorize them. These strategies can be 

divided into direct and indirect localization, centralized and 

distributed localization, range-based and range-free 

localization, absolute and relative localization. We propose 

to get the location information to form the group from the 

followings approach: 

        The indirect approaches of localization were 

introduced to overcome some of the drawbacks of the GPS-

based direct localization techniques while retaining some of 

its advantages. In this approach, a small subset of nodes in 

the network, called the beacon nodes, are equipped with 

GPS receivers to compute their location. Beacon nodes 

send beams of signals providing their location to all nodes 

in their vicinity. Using the transmitted signal containing 

location information, nodes compute their location. Each 

node needs three beacon nodes to locate its position. 

          Our proposed scheme depends on SM and certificates 

shared verification for secure localization. We assume that 

each cluster has three beacon nodes. Sensor nodes in the 

cluster send the beacon nodes certificates to SM then SM 

sends these certificates to its underneath nodes for 

verification to insure one verification time for beacon nodes 

certificates for the whole cluster. This is done because 

Verification power is 1000 times more than communication 

power [21]. SM assures that certificate verification for 

beacon nodes is done only once for the whole cluster to 

reduce the power of verification. Each node needs to verify 

three beacon nodes with total of 3n verifications but with 

certificate shared verification this is done once. SMs are 

clusterheads. 

Algorithm 2: Secure Localization 

1: Beacons1,2,3 → SMn : {Beacons1,2,3 (QCA, IDB, QB, tB) } 

The beacon nodes near BS broadcast their certificates 

and locations to SMs near BS. We need three beacon 

nodes to locate the position.  

2: SMn → BS : { Beacons1,2,3 (QCA, IDB, QB, tB) } 

The SMs near BS at layer n send the certificates of the 

beacon nodes to BS for verification. 

3: BS → SMn : {valid certificates of Beacons1,2,3  } 

BS sends to SMs at layer n that beacon nodes certificates 

are valid. 

4: SMn → Beacons1,2,3 : { Key1,2,3 } 

Every SM at layer n shares a link key with the three 

beacon nodes in four steps. 

5: SMn : calculates (x, y) position 

Every SM at layer n calculates its position.  

6: Beacons1,2,3 → n-1 : {Beacons1,2,3 (QCA, IDB, QB, tB) } 

The beacon nodes near BS broadcast their certificates 

and locations to nodes at layer n-1. 

7: n-1 → SMn : { Beacons1,2,3 (QCA, IDB, QB, tB) } 

The nodes at layer n-1send the certificates of beacon 

nodes to SMs at layer n for verification. If the beacon 

nodes certificates are previously verified, it is ok but if 

there are new beacon nodes certificates, then SMs at 

layer n send the new beacon nodes certificate to BS for 

verification.  

8: SMn → n-1 : { Key1,2,3 } 

Every SM at layer n sends its link keys with the beacon 

nodes to its connected nodes at layer n-1. 

 9: n-1 : calculates (x, y) position 

Every node at layer n-1 calculates its position. 

10: Beacons4,5,6 → SMn-2 : {Beacons4,5,6 (QCA, IDB, QB, tB) 

} 

The beacon nodes near SMs at layer n-2 broadcast their 

certificates and locations to SMs at layer n-2.  

11: SMn-2 → SMn : { Beacons4,5,6 (QCA, IDB, QB, tB) } 

The SMs at layer n-2 send the certificates of the beacon 

nodes to SMs at layer n for verification. 

12: SMn → n-1 : { Beacons4,5,6 (QCA, IDB, QB, tB) } 

The SMs at layer n send the certificates of the beacon 

nodes to nodes at layer n-1 for verification. 

13: n-1 → SMn : { valid certificates of Beacons4,5,6 } 

The nodes at layer n-1 send to SMs at layer n that 

beacon nodes certificates are valid. 

14: SMn → SMn-2 : { valid certificates of Beacons4,5,6 } 

The SMs at layer n send to SMs at layer n-2 that beacon 

nodes certificates are valid. 

15: SMn-2 → Beacons4,5,6 : { Key4,5,6 } 

Every SM at layer n-2 shares a link key with the three 

beacon nodes in four steps. 

16: SMn-2 : calculates (x, y) position 

Every SM at layer n-2 calculates its position.  

17: Beacons4,5,6 → n-3 : {Beacons4,5,6 (QCA, IDB, QB, tB) } 

The beacon nodes near nodes at layer n-3 broadcast their 

certificates and locations to nodes at layer n-3. 

18: n-3 → SMn-2 : { Beacons4,5,6 (QCA, IDB, QB, tB) } 

The nodes at layer n-3 send the certificates of beacon 

nodes to SMs at layer n-2 for verification. If the beacon 

nodes certificates are previously verified, it is ok but if 

there are new beacon nodes certificates, then SMs at 

30Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-207-3

SENSORCOMM 2012 : The Sixth International Conference on Sensor Technologies and Applications



layer n-2 send the new beacon nodes certificate to SMs 

at layer n for verification.  

19: SMn-2 → n-3 : { Key4,5,6 } 

Every SM at layer n-2 sends its link keys with the beacon 

nodes to its connected nodes at layer n-3. 

 20: n-3 : calculates (x, y) position 

Every node at layer n-3 calculates its position. Finally, 

lower layer SMs send certificates of beacon nodes to 

higher layer SMs for verification.  

 

1. Certificates shared verification for beacon nodes 

certificates between SM and its underneath nodes will 

reduce setup time and reduce computations complexity 

at the cost of increasing only four messages.  

2. Certificates verification for beacon nodes is done only 

one time not multiple times at each node underneath the 

SM to reduce computations complexity. 

3. Sensor nodes underneath SM will use the shared keys 

between the SM and the beacon nodes which will reduce 

the setup time, computations and storage overhead.  

4.  After the SMs and the sensor nodes determine their 

locations, they form secure clustering. 

C. Secure Clustering Phase 

         SMs can form secure clustering [22] with their nodes 

underneath and SM can choose BKSM to replace it if the 

SM is compromised. 

Algorithm 3: Secure Clustering 

1: BS → n : {req SM_msg  } 

BS sends to nodes near BS at layer n that these nodes are 

SMs using its shared symmetric key with these nodes. 

2: SMn → n-1 : { adv cluster_msg } 

Every SM at layer n sends an encrypted advertise 

message to nodes at layer n-1 to form a cluster. 

3: n-1 → SMn : { join cluster_msg } 

Every node at layer n-1 sends an encrypted message to 

its SM at layer n to join the cluster.  

4: SMn → n-1 : {choose BKSM } 

The SM at layer n chooses BKSM according to 

maximum connectivity between the BKSM and the 

nodes in the cluster where BKSM must be connected to 

all nodes in the cluster. 

5: n-1 → n-2 : { req SM_msg  } 

The nodes at layer n-1 send to nodes at layer n-2 an 

encrypted message that these nodes are SMs. 

 6: SMn-2 → n-3 : { adv cluster_msg } 

Every SM at layer n-2 sends an encrypted advertise 

message to nodes at layer n-3 to form a cluster. 

7: n-3 → SMn-2 : { join cluster_msg } 

Every node at layer n-3 sends an encrypted message to 

its SM at layer n-2 to join the cluster.  

8: SMn-2 → n-3 : {choose BKSM } 

The SM at layer n-2 chooses BKSM according to 

maximum connectivity between the BKSM and the 

nodes in the cluster where BKSM must be connected to 

all nodes in the cluster.  

9: BKSMn-2 → n-3 : { BKSM (QCA, IDBKSM, QBKSM, tBKSM) 

} 

The BKSM at layer n-2 sends its certificate to the nodes 

at layer n-3 where SM at layer n-2 verifies this 

certificate. Finally, the steps of forming the secure 

clustering are performed until the lower layer of SMs. 

 

1. Our proposed secure clustering scheme assumes hybrid 

key management protocol to achieve high security level. 

2. Our proposed scheme chooses BKSM to solve the 

problem of compromised SM and to sign the message of 

revoked SM. 

3. Our scheme achieves secure clustering in four messages.  

D. Forming Overlapped Groups Phase 

           Each node in a cluster sends its location to its SM. 

From the nodes locations at the SM, the SM starts the 

process to form a group. Assume each cluster has n nodes 

and the SM builds the overlapped group from the nodes in 

the cluster as shown in algorithm 4. 

 

 

 

 

 

 

 

 

 

Fig. 3 Overlapped Groups Formation 

          Figure 3 shows the overlapped groups formation. 

Algorithm 4 represents forming a group from seven nodes 

which are labeled from n to n-6. The SM sends a message to 

its nearest node containing the sequence of sending and 

receiving messages in the cluster to form a group according 

to each node neighbours. The SM chooses a group key for 

the cluster and sends it to all nodes in the cluster. A group is 

a cluster. 

Algorithm 4: Forming Overlapped Groups   

1: SMn → n, n-6 : { join group_msg } 

SM at layer n sends an encrypted message to node n and 

node n-6 to form the group and the message contains the 

interconnections of all nodes in the cluster to form the 

group. The used key is the group key between the SM 

and the nodes in the cluster. The sent message includes 

what every node is connected to in the cluster to form a 

closed loop. 

2: n → n-1, SMn : { join group_msg } 

Base Station 

Layer n 

Layer n-1 

Layer n-2 
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Node n sends an encrypted message to node n-1 and SM 

to complete the process of forming a group. The message 

contains the interconnections of all nodes in the cluster. 

The used key is the group key between the SM and 

nodes in the cluster plus one. The sent message is the 

join group message. 

3: n-1 → n, n-2 : { join group_msg } 

Node n-1 sends an encrypted message to node n and 

node n-2 to complete the process of forming a group. 

The message contains the interconnections of all nodes 

in the cluster. The used key is the group key between the 

SM and nodes in the cluster plus two. 

4: n-2 → n-1, n-3 : { join group_msg } 

Node n-2 sends an encrypted message to node n-1 and 

the node n-3 to complete the process of forming a group. 

The message contains the interconnections of all nodes 

in the cluster. The used key is the group key between the 

SM and nodes in the cluster plus three. 

 5: n-3 → n-2, n-4 : { join group_msg } 

Node n-3 sends an encrypted message to node n-2 and 

the node n-4 to complete the process of forming a group. 

The message contains the interconnections of all nodes 

in the cluster. The used key is the group key between the 

SM and nodes in the cluster plus four. 

6: n-4 → n-3, n-5 : { join group_msg } 

Node n-4 sends an encrypted message to node n-3 and 

the node n-5 to complete the process of forming a group. 

The message contains the interconnections of all nodes 

in the cluster. The used key is the group key between the 

SM and nodes in the cluster plus five. 

7: n-5 → n-4, n-6 : { join group_msg } 

Node n-5 sends an encrypted message to node n-4 and 

the node n-6 to complete the process of forming a group. 

The message contains the interconnections of all nodes 

in the cluster. The used key is the group key between the 

SM and nodes in the cluster plus six. 

8: n-6 → n-5, SMn  : { join group_msg } 

Node n-6 sends an encrypted message to node n-5 and 

the SM at layer n to complete the process of forming a 

group. The message contains the interconnections of all 

nodes in the cluster. The used key is the group key 

between the SM and nodes in the cluster plus seven. 

Finally, the “Hello” message is sent from one node to 

two neighbour nodes in the cluster and the two nodes 

respond to the “Hello” message. If the node is 

compromised, it will not send the “Hello” message and 

therefore, the recipient nodes will mark it as 

compromised and they will send to the SM to revoke that 

node. If the SM is compromised, its monitored nodes 

will send to the BKSM to revoke the SM.     

  

1- Our proposed compromised nodes detection scheme is 

based on the overlapped groups to discover the 

compromised group. If a node is compromised in a 

group, it will be detected by its neighbours who will 

send to SM that this node is compromised. If a SM is 

compromised, its neighbour nodes will send to the 

BKSM to revoke it. 

2- Each node sends at first time with key K then next time 

with key K+n+1 and next time with key K+2n+1 and so 

on. 

3- Each node sends a “Hello” message and receive two 

messages from its neighbours in 15 seconds. 

4- Each group forms an overlapped group with its upper 

group and its lower group. 

5- We designed the compromised nodes detection protocol 

at first stage such that our network resembles a chain 

and each cluster in the network forms a group and each 

group is a ring in the chain and rings are interconnected 

therefore, if one ring is compromised, its interconnected 

rings will discover this. 

V. SECURITY ANALYSIS 

 Security analysis of our protocol focuses on resilience to 

node compromise attack, collusion attack and impersonation 

attack. 

A. Compromised Node Attack 

1- If an attacker compromises one regular node, therefore, 

the probability of insecure link is Pinsec = 1/N where N is 

the number of nodes at the network. For n compromised 

regular nodes the probability of insecure links is Pinsec = 

n/N. 

2- If the attacker compromises one SM, therefore, the 

probability of insecure links is Pinsec = (ns + 4) /N where 

ns is the number of nodes in the cluster of the SM. For n 

compromised SMs the probability of insecure links is 

Pinsec = n (ns + 4) /N. 

3- Our proposed key management assumes compromised 

node detection at the first stage and compromised nodes 

revocation. Therefore, SM will revoke the regular 

compromised node and the BKSM will revoke the SM to 

eliminate the insecure links. 

B. Collusion Attack 

        Two nodes can collude when they share their keys with 

each other. Our designed protocol is resistant to collusion 

attack because each sensor node communicates only with a 

SM therefore; compromised nodes cannot discover 

themselves.  

C. Impersonation Attack 

        Each node has a certificate to join the key management 

process and to join the network. This prevents the attacker 

from impersonating any legitimate node. Also, knowing the 

public key of the SM will not reveal the private key for the 

SM because this needs the attacker to solve the elliptic curve 

discrete logarithmic problem ECDLP which is a hard 

problem.  
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VI. PERFORMANCE ANALYSIS 

The performance analysis is measured in computation 

complexity, communication complexity and storage 

complexity. We assume that the network is secure during 

setup time which depends on number of initiators.   

A. Computation Complexity 

         SM generates a group key and sends it encrypted with 

the shared link key with every node in the cluster to use it in 

the process of compromised nodes detection. Each sensor 

node decrypts the message sent with group key with its 

shared link key with the SM.    

          Our scheme has lower computation overhead than the 

scheme that uses couples to detect compromised nodes at 

the first stage. Our scheme has the same computation 

overhead compared to the scheme uses distributed 

compromised nodes detection at first stage. Our scheme has 

low computation overhead to generate the group key and to 

send it encrypted to all nodes in the group. 

B. Communication Complexity 

         Communication complexity is the number and size 

of packets sent and received by a sensor node. In our 

protocol, the number of messages sent is one message 

every 15 seconds and there are two messages received 

every 15 seconds with total of three messages sent and 

received every 15 seconds to establish the compromised 

nodes detection protocol. Our scheme has lower 

communication overhead than the other two schemes that 

detects compromised nodes at the first stage.  

C. Storage Complexity 

         Storage complexity is the amount of memory units 

required to store security credentials. Each sensor node 

stores the group key with the SM and other nodes in the 

cluster. Our scheme has the same storage overhead as the 

scheme uses couples to detect compromised nodes at the 

first stage but it has lower storage overhead than the scheme 

uses distributed compromised nodes detection at first stage. 

Our scheme needs to store only one key which is the group 

key between the SM and the nodes in the group  

VII. SIMULATION RESULTS 

          We built a model for the proposed design and we 

implemented a simulator in MATLAB that can scale to 

thousand of nodes. In this simulator, sensors can send and 

receive data from each other’s. The simulation verifies the 

correctness and the feasibility of our security architecture. It 

is our future work to implement SurvSec in some sensor 

network testbeds with all its ingredients.  Our simulation 

scenarios include N nodes distributed randomly. We choose 

N as 1000 sensor nodes.  

The followings are the built models for simulation: 

1- Network setup model for the overlapped groups. 

2- Compromised nodes detection protocol. 

In the simulations, these parameters are given as follows:  

1- The number of sensor nodes n is varied from 39 to 1000 

sensor nodes. 

2- The interval of beacon information is set to 15 seconds. 

3- The time of an adversary to successfully compromise a 

sensor node is varied from 30 seconds to 60 seconds. 

In this section, we evaluate the detection rate under 

different n. 

        The detection rate is equal to the detected 

compromised sensor nodes over all compromised nodes.  

          In the proposed adversary model, we assume that an 

adversary can simultaneously compromise k sensor nodes, 

where k<n. 
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(a) n = 39, k = 5, number of compromised nodes is 5. 

1 2 3 4 5
0.9994

0.9995

0.9996

0.9997

0.9998

0.9999

1

Number of attakers

D
e
te

ct
io

n
 r

a
te

Detection rate for ____120___  sensors

 

(b)   n = 120, k = 10 

1 2 3 4 5
0.995

0.9955

0.996

0.9965

0.997

0.9975

0.998

0.9985

0.999

0.9995

1

Number of attakers

D
e
te

ct
io

n
 r

a
te

Detection rate for ____363___  sensors

 

   (c) n = 363, k = 15 
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(d) n = 1092, k = 25 

Fig. 4. Detection rate varies with number of compromised nodes 
under different n =39, 120, 363, 1092, Interval = 15 Sec. 
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          Thus, we first evaluate the detection rate under 

different parameters n, k and beacon interval and the results 

are shown in Figure 4. From Figure 4, we can see the 

detection rate does not increase linearly with k. When n = 

363 or n = 1092, the detection rate reaches the maximum. 

Due to this observation, when the number of sensor nodes 

increase, we found that the proposed scheme has high 

resiliency against node compromise attack by collaborative 

work of attackers at the same time for large hierarchical 

WSN. 

VIII. COMPARISON WITH OTHER WORKS 

Now, we compare between our proposed model and 

previous works that detects compromised nodes at first 

stage. 

TABLE 1, COMPARISON BETWEEN OUR MODEL 

AND OTHER MODELS. 

 
Property  CAT [7] 

Distributed 

Detection 

[8] 

Our 

Model  

1 

Detect 

compromised 

nodes for group 

of attackers 

No  Yes  Yes  

2 Detection rate  

Less 

than 

100% 

Near 100% 
Near 

100% 

3 
Communication 

overhead 

14 

messages 

every 15 

sec for 

beacon 

every 2 

sec  

High 

overhead 

At least 6 

messages 

every 15 sec  

moderate 

overhead  

At least 

3 

message

s every 

15 sec 

low 

overhead 

4 
Computation 

overhead 
Low  Low  Low  

5 
Storage 

overhead 

Low to 

store one 

key 

High to 

store key list 

Low to 

store one 

key 

6 Setup time Low  Low  Low  

7 Power cost High  High  Low  

 

          Our proposed model can be used against 

collaborative work of attackers to compromise large 

number of nodes at the same time. Also, the detection rate 

is near 100%. Our model has low communication overhead 

and low computation overhead and low storage overhead. 

Our model has low power cost since it sends and receives 

only three messages every 15 sec which is lower than the 

other two schemes. Key predistribution time is equal to the 

time that is needed from the initiator to distribute keys with 

its underneath nodes because initiators work separately. 

IX. CONCLUSION 

           In this paper, we proposed the overlapped groups-

based compromised nodes detection scheme to early detect 

the node compromise attack in the first stage. Concretely, 

the simulation results showed that by building groups 

among neighboring sensor nodes in a local area, physical 

node compromise attack can be detected immediately. Also, 

the simulation results showed that the proposed detection 

scheme has high detection rate. This work is an initial work 

to form overlapped groups for detecting compromise attack 

at the first stage and we do not expect that the proposed 

scheme will solve all the problems in the node compromise 

nodes attack. Our future work will continue to build more 

overlapped groups to early detect compromise nodes attack. 
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