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Abstract—Models are a conceptualization and aperture of
the real world. The asynchronous characteristics of this model
construction poses a significant problem especially in highly
dynamic and evolving environments. Hence, models need to be
permanently checked against the data they represent. From this
new challenges for modeling tools arise: Contemporary modeling
tools must be able to anticipate environmental events and changes
and to provide appropriate support for knowledge engineers. This
paper presents a conceptual approach to process events, collect
usage statistics and leverage this information for automatic and
semi-automatic modeling support of ontologies. In a prototypical
evaluation, a plugin for Protegé is developed, that allows for
editing ontologies and visualizing new insights according to
captured statistics. The paper concludes with two distinct show
cases for business process modelling and sensor networks.

Keywords—user modeling support; ontology modeling; ontology
evolution; usage evaluation

I. INTRODUCTION

Conceptual models formally describe the real world to
foster sensemaking and communication [1]. The process of
model description takes a certain amount of time. The same
applies for the time period of model usage. Consequently,
models have to be checked against their real world equivalents
permanently [2]. Especially in highly dynamic environments,
the pace of environmental changes can be overwhelming for
modelers [3], i.e., they need tool support to aid them with
anticipating these environmental changes [4].

For the semantic web, notions such as ontology learn-
ing, ontology evolution, etc. paint a vision of self-adapting,
knowledge-based model bases, which comprehend, reflect and
adapt towards their environment. A core challenge in this
respect is, that many modeling decisions cannot be decided au-
tomatically. For instance, if we capture interactions for a swim
guide application for the iPhone, and we get a high correlation
on ”good swimming experience” and ”good weather”, but also
on ”good swimming experience” and ”bad weather”, it is hard
to decide automatically, if the weather does matter or not. The
specific domain knowledge of the knowledge engineer could
help to resolve this problem. This example demonstrates, how
data acquisition methods and human modeling activities are
co-dependent from each other. Hence, an approach is needed
that unifies these divergent perspectives.

In the context of this paper, we present a conceptual ap-
proach for a statistics-driven modeling support that presents an

application programming interface (API) for capturing context
events and transferring them to our ontology base and for
leveraging this data .The paper demonstrates a novel concept,
that will be constructed according to a design-oriented research
methodology [5]. In a prototypical implementation, we show
a prototype plugin for Protegé that supports statistics-enabled
introduction of new concepts and properties to an existing
ontology. The prototype features support for ontology classes
but not yet for instances. In the show case section we discuss
the benefits and potentials of this approach in the fields of
business process modelling and sensor networks. Overall, this
should serve as a starting point for future research to adopt the
depicted concept and to improve modeling practice in various
domains.

II. RELATED WORK

Over the years, many different editors for OWL-based
ontologies have emerged. While many support a tree-based or
form-based editing of ontologies and quite a lot of them also
support visualization techniques, only a few support graphical
editing of the ontologies.

The approach of Dimitrova et al. [6] provides a basic
assistance for modeling ontologies based on defined linguistic
rules that have been applied to English text. Populous [7]
uses a pattern-based approach to transform table-based data
into ontology content. Tools like Cicero [8] or Collaborative
Protegé [9] focus on non-automatic, collaborative support by
creating workplace for collaborative ontology construction.
Other tools such as GrOWL [10] or Protegé plugins such
as OntoGraf [11], OntoViz [12], OWLViz [13], etc. merely
support a declarative graphical editing of ontologies.

Overall, none of the described approaches supports a direct
feedback loop from actually monitored usage data with the on-
tology models at hand. Although, process modeling and sensor
data modeling have their specifics, the same shortcomings can
be observed in these areas:

1) Process-specific support: The research field of process
mining aims at constructing process models from mining
process event logs automatically. Although, there has been
extensive work in literature and industrial practice regarding
this topic, until now there are only a few approaches that reflect
the representational bias of process mining [14] or support
semi-automatic approaches to use the mined knowledge to
construct models manually. A further problem of contemporary
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approaches is the static mining process itself and the lack
of the consideration of interaction. An exception in this area
is the work of Hammori et al. [15], in which the authors
create a permanent loop between monitored interactions and
the modeling tool.

2) Sensor-specific support: In the domain of semantic
sensor networks, ontologies are usually defined by ontology
engineers only. In our previous work [16] we provided an
automatic static creation of a semantic representation of sensor
networks. Sensors publish their meta information such as
sensor capabilities, energy status and neighbouring nodes to a
centralised entity (i.e data sink, gateway) where the informa-
tion is linked and stored in an ontology. However this approach
does not contemplate the higher meanings of the data and does
not provide a perceptual view of the sensors environment but
only about the sensor devices itself . Recently some novel
approaches try to combine machine learning methods to either
bootstrap or refine ontologies and represent the meaning of the
raw data in a semantic representation.

In the work of Stocker et al. [17] a system is introduced
to detect and classify different types of road vehicles passing
a street with the help of vibration sensors and machine
learning algorithms. The objectives of the work are to acquire
knowledge, represented in an ontology by abstracting from the
physical sensor layer and the sensor data layer via classification
methods.

The outcome of the classification process is then transferred
into an ontology representation. The authors use rule based
inference to map the outcome of the classifier to the ontology.
The ontology consists of concepts such as feature of interest
(vehicle type) and observation result time. For each classified
car, an individual is created in the ontology with the particular
context information.

In the work of Barnaghi et al. [18] abductive reasoning is
used to analyse raw sensor data and eventually infer through
ruling out obsolete explanations what ontological concept the
data refers to.

However, none of the approaches use a supportive semi-
automatic approach in which engineers and intelligent algo-
rithms can complement each other. In this paper, we introduce
an hybrid approach that on the one hand works autonomously
but also supports the decision making process for domain
specialists.

III. CONCEPT

The goal of this research, is to provide a tool to support
ontology modelling and management by incorporating live data
originating from ontology usage. Based on the analysis of
related approaches in literatures (cf. Section II), some key
requirements can be formulated, that aid to design such a
system:

1) Various event notification modes: Based on differ-
ent modelling needs, also different interaction modes
need to be supported:
• Batch operation: Historical Events from log

files or databases can be populated and taken
over into the tool at once.

• Real Time interaction: Every single event that
is monitored in real time will be pushed
directly to the tool.

2) Different degrees of model adaptation: Based on
the criticality, importance of certain artefacts or the
statistical significance of their correlation, different
degrees of adaptation support will be provided by the
tool:
• Automatic adaptation: In case statistical sig-

nificance of an unknown relationship is
present, such relationships will be explicitly
modelled as properties interlinking the two
respective concepts with the relationship.

• Semi-automatic adaptation: Statistical signifi-
cance of a new relationship or concept is only
partly given, this will be modeled and high-
lighted to be revised manually by a domain
expert.

A. Overview of the Approach

The approach chosen aims at being generic, in order to
cater the needs of different use cases that expose a strong need
for dynamic adaptation and the demand for a deep analysis of
interactions with the models. Figure 1 depicts the influences
relevant for the considerations made in this approach:
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Fig. 1. Ecosystem for Statistics-Driven Ontology Modeling Support

The figure explains the general infrastructure, we provide
for ontology evolution support.

1) Event notification: A generic context API serves
as an entry point for any kind of event that needs
to be associated with model data (case 1). A
shallow data representation for exchange of such
event notification is chosen. In technical terms, this
API provides RESTful Web Service interfaces in
order to be easily accessed through many different
applications and programming languages.

2) Change reasoning: The central component for all
ontology evolution processing and reading and
writing the usage statistics database is the DONAU-
F or DONAU framework (Domain Ontology
Acquisition Framework) component. It loads the
underlying ontologies and infers on the facts
stated there. The DONAU-F component provides
a plugin infrastructure for data-specific extensions
of reasoning mechanisms. See Section V for some
examples related to business process modelling
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and sensor networks. In terms of the quality and
significance of statistical correlations, the changes are
either propagated to the ontology base automatically
(case 2a) or are marked for later manual editing in
the ”manual change repository” (case 2b). In any
case, all event statistics are synchronized with the
usage statistics database (case 2c), which serves as
data repository for all further adaptations taken in
the future by DONAU-F.

3) Ontology editing: The ontology editing tools load the
ontologies in their usual manner, but also highlights
relationships and concepts that have been inferred
based on our component. It distinguishes between
automatically inferred concepts and relationships and
such that require a specific modeling action by the
knowledge engineer. Section IV describes, how this
is implemented in a prototypical version for Protegé.

Overall, every system undergoes changes, that are mainly
influenced by the actual interactions with these systems. All
these interactions should be covered in a consistent manner,
in order to analyse them and derive possible adaptations
for the ontology design. The main idea is to correlate ob-
served behaviour, identify artefacts and discover relationships
amongst them. According to the statistical significance of these
relationships, automatic or manual adaptation plans can be
triggered. The core monitoring analyser components fulfils this
task, feeds the associated statistics database and eventually
causes the ontology to change on its own, or marks certain
discovered relationships for later manual editing.

B. Definition of Monitored Aspects

As the main principle has been described, it is still unclear,
how such monitoring can be implemented. For a data definition
the following aspects have to be considered:

• defined concepts: In order to monitor behaviour, it is
essential to name aspects clearly, that are monitored, in
order to deliver starting point for further analysis. E.g.
in our swim app example: If the concepts weather and
swimming are already defined, it is easy to analyze a
relationship amongst them.

• wildcards: For unknown aspects, it is essential to name
them according to some variable name, in order to
correlate them later on and to name them.

• defined relationships: In order to capture the nature
of dependencies, it is important to have named rela-
tionships that can be either validated or invalidated
through the observed behaviour.

• open relationship interlinking: The possibility of link-
ing aspects arbitrarily must not be impeded by a
superponed model. This is important to ensure that
unstructured scenarios are possible as well.

IV. PROTOTYPICAL IMPLEMENTATION

The described concept has been implemented as a pro-
totype for the ontology modeling software Protegé. To bring
about the described changes, the OWLViz [13] plugin has been

extended by a new view that supports statistics-enabled, graph-
ical editing of ontologies. The view consists of a graphical
editing panel that displays discovered concepts and relation-
ships.

The screenshot in Figure 2 visualizes, how the plugin
works. In the graphical editing panel, ontology classes are
represented by ovals and properties, that link them are rep-
resented with connecting lines. Newly discovered classes and
properties are displayed either in green or in red. Green
indicates, that the given concept or relationship was signif-
icant enough for automatic detection, whereas red indicates
that the co-occurrences in the event logs hint at a possible
concept or relationship, but because of the low significance
it could not be confirmed. The size of the ovals and the
thickness of the connecting lines is associated with the relative
importance gathered from the underlying statistics, i.e., if a
newly discovered class A is used more often than another class
B, A is being displayed bigger than B. In our example, the
concepts ”Temperature” and ”Light” are new. As ”Tempera-
ture” occurs more often in the associated statistics, the term is
represented with a bigger oval. In the given example, there are
no discovered relationships between these discovered concepts
and already established concepts that are significant enough
to be displayed, i.e., in order to be displayed, the statistical
significance of such relationships has to surpass a defined
threshold. In our example, this is 0.3, i.e., concepts have to
cooccur in more than 30% of the cases in order to be displayed.
The same principle is applied to properties: The stronger a
correlation among two classes through a linking property is,
the thicker the line is that represents his property. In the given
example, there is obviously a stronger correlation between
”Swimming” and ”Good Weather” than between ”Hiking”
and ”Good Weather”. Apparently, the relationship between
”Swimming” and ”Good Weather” is significant enough, to
infer an automatically discovered relationship.

What cannot be seen in the screenshot is, that statistics are
also maintained for already existing concepts and relationships.
Although there is no dedicated view for that in our current
version of the prototype, a future ”Ontology Management
View” should enable to reassess the importance and relevance
of certain concepts and relationships. By and large, this can
help to ensure that an ontology retains a certain size and thus
helping to reduce computation time for querying the ontology
base.

A. System Model

The main design goal for our solution is, that it provides
an open infrastructure for ontology evolution support, which
is independent from the underlying ontologies and the pro-
gramming language of the source systems. Figure 1 shows
the main architecture components of our ontology evolution
infrastructure.

It is straightforward to monitor and analyse concepts and
relationships that are already defined by the user through
the Ontology Editing Tool. However, unstructured information
collected via the Context Event API require mechanisms to 1)
create new labelled concepts and relationships that reflect the
work flow of the underlying processes and 2) to validate and
or invalidate existing semantic knowledge.
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Fig. 2. Graphical Editing View of the DONAU-F plugin

In this section, we discuss DONAU-F, an inference frame-
work to detect wildcard concepts through clustering that
groups events similar to their occurrence and context with
the help of the k-means clustering algorithm. Furthermore,
to detect new linking or invalidate existing linking between
concepts, a Markov model is used to create a probability dis-
tribution of the temporal relation between different concepts.

1) Wildcard Concept Extraction: In our prototypical im-
plementation, we use a k-means clustering mechanism that
groups certain events based on their properties (occurrence,
meta information, time) into groups that can either lead to new
concepts or be mapped to existing ones. We define a certain
threshold that indicates if a new mapping between cluster and
concept can be populated without manual revision or if an
ontology engineer has to be considered and the new concept
therefore has to be highlighted in the editing tool.

2) Open Relationship Interlinking Extraction: Our ap-
proach exploits the frequency of events and their temporal
occurrence to construct a Markov chain that represents the like-
lihood of temporal relations and correlation between events.
The system counts the occurrence of events and creates a fre-
quency distribution table. The created Markov chain represents
the probability of the transition from one event to another
event. The chain let us infer if events occur more frequent
after certain events and therefore are in some relationship that

is going to be represented in the ontology.

Figure 3 shows how temporal relationships are discovered
levaring the depicted Markov chain.

Fig. 3. Relations between different wildcard concepts and their temporal
likelihood to occur before/after each other

In our implementation, we are able to detect, represent
and highlight relations between concepts through temporal
properties such as occursAfter, occursBefore and occursSame.
Through hierarchical clustering [19] the system is able to relate
concepts through properties such as isA and similarTo.
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V. SHOW CASES

The presented concept and tool support could improve
the model management in many different areas. In order to
explain the benefits approach, the two areas of business process
modeling and sensor networks are explored for application
potentials of our approach.

A. Business Process Modeling

For business process modeling the representation of the
operational business of a company is a key requirement.
However, the business environment is very dynamic and con-
stantly changing. In terms of business process reengineering,
according to which the organizational workflows should be
reengineered throughout the modeling activities, a big issue
is, that the actual workflows and processes change while the
modeling efforts are being done. In consequence, once the
modeling is finished, it cannot be ensured, that the represen-
tation of the actual processes is still correct.

A business process does not only have workflow-related
aspects, but also has to consider data, resources, organizational
aspects etc. A possible notation for business processes, which
covers all these aspects, is the extended event-driven process
chain (eEPC). It comprises events, functions, organizational
units, resources, documents, etc. as possible design artefacts.
The business process modeling notation (BPMN) concentrates
on the workflow issues, organizes roles with pools and lanes
and introduces ”artifact” for all other aspects.

In the context of business process modeling, our approach
could have the following positive impacts:

• discover process variants: Especially in processes with
many execution alternatives and degrees of freedom
concerning execution, it is hard to explicitly model
the process without limiting the user. By analyzing
process executions in the crowd, process variants can
be discovered and the process modeler in charge
can easily decide, whether to accept newly emerged
process variants as standard operating procedures or
to discard them.

• discover new process steps: If a process model in
terms of an ontology exists, and new unknown process
steps are discovered, this might indicate, that the
process actually is not compliant to the model, which
could have its origin in an insufficient model or an
erroneous execution.

• discover new process responsibilities, resources, etc.:
In the same manner, new responsibilities can be deter-
mined. In terms of organizational units this means, that
a process can also be executed by other organizational
units than originally planned, or it can be identified
as a situation, that is not desired. The same applies
for associated resources, inputs, outputs of process
steps, etc. As many process steps, e.g. a contract
checking, rely on deep consistency checks of asso-
ciated resources and such consistency checks rely on
a defined model, it is obvious, that this method helps
to ensure that all relevant artefacts are considered by
such consistency checks.

• validate existing relationships: As mentioned earlier, a
defined model does not necessarily reflect the current
reality of a system. Therefore, existing model relation-
ships should be constantly monitored and analyzed
in order to be validated or invalidated. E.g. if we
have have a business process with several subsequent
process steps, and according to that process model
step B always follows step A, but statistics shows,
that in 60% of the cases step C follows step A, the
process model needs to be changed accordingly. In
terms of evaluation mechanisms this implies, that we
need a plugin mechanism as described in Section IV-A
to enable a deep semantic analysis of concepts and
relationships in an ontology.

Especially in unstructured and not fully modeled scenarios,
the approach seems to have its merits and enable an easier
maintenance and evolution of business process models. Future
research should catch up with process mining and process
evolution work in order to achieve the vision described here.

B. Sensor Networks

Sensor Networks are exploited to capture and share data
from the physical world and integrate it into software systems.
Recently, there has been an increasing trend in research fields
such as pervasive and ubiquitous computing and especially in
the Smart-Home, -Office domains, where making the gathered
data available to the end-user is crucial.

One of the main challenge that remains is to make the
usually raw unstructured sensor data understandable for the
user and/or machine-interpretable [20]. The Semantic Sensor
Web [21] is one approach that allows to annotate, represent
and map gathered sensor data to semantic concepts and also
represent their relations via properties. Despite the data-centric
focus, also device and physical information such as sensor de-
vice meta information and hierarchies, environmental attributes
and network layouts can be modelled [22].

However the nature of sensor networks, phenomena and
data gathered is volatile. Sensor devices can be faulty, parame-
ters and attributes of events can change and other adhoc issues,
that alter the association between model and reality can occur.
Moreover the vast amount of information produced leads to
an information overload that can not be managed by single
experts.

The dynamics of sensor networks and observed phenomena
has to adapted in the model. We identified several use-cases
where the proposed approach can be used to facilitate the
adaptation between real state of the network and environment,
and the semantic model.

• Knowledge Acquisition from unstructured raw sensor
data: Events monitored by sensor networks can be
modelled by domain experts in the initial ontology
as defined items such as ”bad weather” or ”good
weather”. However, with the upcoming deluge of
data and the information overload for human ontol-
ogy engineers, this process can be outsourced to the
DONAU framework. DONAU can be used to support
and facilitate the construction of an initial model or
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to refine the representation based on the statistics
gathered.

• Outlier Detection: The DONAU framework cannot
only be used to acquire knowledge that is expected in
the domain, but also to infer new insights. Occurring
events that cannot be related to existing defined items
can be marked as wildcard concepts, and eventually
highlighted in the Protege Plugin for further inspec-
tion.

• Network Topology Tracking: In case that the network
topology of sensor networks are modelled in a se-
mantic representation, the approach can be used to
monitor changes and update the ontology. The Context
API can be used to retrieve health information from
particular nodes, in case nodes are not responding or
communicating failure, changes can be reflected in the
ontology.

VI. CONCLUSION AND OUTLOOK

The synchronization of models and their equivalents repre-
sent a core problem of ontology management and information
modeling, especially in highly dynamic environments such
as the Internet of Things or business information systems.
This paper presented a conceptual approach for the capturing
of event data within the DONAU framework, that enables
to identify automatic changes to an ontology or to provide
recommendations for model adaptations to ontology engineers.
A prototypical implementation in the ontology modeling tool
Protegé demonstrated, how this support functionalities can
enhance the graphical modeling of ontologies. Furthermore,
we explicated, how the depicted approach can improve the
graphical modeling and model management in the domains of
business process management and sensor networks.

In terms of evaluation, this paper has shown a first pro-
totypical evaluation as a proof-of-concept. It demonstrates the
potential of the depicted approach. However, further evalua-
tions are needed in the future to evaluate the quality of rec-
ommendations from an information retrieval (IR) perspective
using common IR metrics such as precision or recall and from
a user perspective with help by structured user walkthroughs
and qualitative questionnaires.

The approach presented in this paper has its focus on a class
and not an instance level at the moment. For the consideration
of the instance level more aspects have to be considered, as
the relationship properties might not be only class-to-class
or instance-to-instance but also class-to-instance relationships.
Moreover, complex properties are not considered at the mo-
ment, that relate to more than two involved artefacts. Clustering
methods could guide the way, how to find the most appropriate
subsets of artefacts that constitute such relationships and hence
are recommended in the tool. Furthermore, aspects as costs
or priority as described by Maedche et al. [23] have not
been considered so far, but could help to improve future
versions. In a similar manner, existing model relationships
could be permanently reevaluated regarding their significance.
This could help in areas, where relatively compact models are
needed, e.g. for high-performance reasoning. The authors plan
to release the presented prototypical implementation as an open
source software project, in order to provide a tool and code

base for a new generation of ontology editing tools, that allow
for the seamless integration of the modeling world and actual
running systems.

Moreover, the concept that has been proposed is not
only limited to ontology modeling and editing but also can
help to find potential improvements. In terms of tool sup-
port, future implementations could transfer these results to
more domain-related tools such as business process modeling
suites, etc. Furthermore, the gathered statistics could be part
of business intelligence applications for model governance.
E.g., non-relevant relationships could be dropped from the
model in order to speed up associated analysis. Moreover,
dependency analysis of certain events as shown in [24] could
help to estimate the impacts of proposed modeling changes
and could be a vital feedback for ranking mechanisms. Besides
modeling, the applied principles could also be transferred to
other problem classes, such as the navigation of ontologies.
Based on the research presented in [25] new mechanisms
could be developed, that offer a relevance-based navigation
of ontologies.
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